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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are
members of ISO or IEC participate in the development of International Standards through technical
committees established by the respective organization to deal with particular fields of technical
activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international
organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in the
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Introduction

As virtual reality (VR) and augmented reality (AR) expand to applications in entertainment and
education industries, many methods of augmenting reality to virtual space have been developed.
Because of this expansion, the technology of capturing and representing objects in real environments
is in high demand.

One of the proposed methods of capturing the real world is image-based representation. Image-based
representation is a technique that can be used in various applications that require 3D model rendering
at an arbitrary viewpoint, including virtual reality, augmented reality and video stabilization. Since
image-based representation is a predominant alternative to using 3D models in the growing VR/MAR
markef, due to its realism, scalability, accuracy and efficiency, creating a standard fo1j image-based
representation is required.

© ISO/IEC 2022 - All rights reserved v
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Information technology — Computer graphics, image
processing and environment data representation —
Object/environmental representation for image-based
rendering in virtual/mixed and augmented reality (VR/
MAR)

1 Sqope

This document specifies an image-based representation model that represents target objects/
environments using a set of images and optionally the underlying 3D modelfabaccurat¢ and efficient
object§/environments representation at an arbitrary viewpoint. It is applicable to a Wwide range of
graphic, virtual reality and mixed reality applications which require.the’method of representing a
scene With various objects and environments.

This dpcument:
— ddfines terms for image-based representation and 3D reconstruction techniques;
— splecifies the required elements for image-based representation;

— splecifies a method of representing the real weorld in the virtual space based on| image-based
representation;

— splecifies how visible image patches can<be integrated with the underlying 3D m¢del for more
accurate and rich objects/environmentsrepresentation from arbitrary viewpoints;

— splecifies how the proposed model atlows multi-object representation;

— provides an XML based specification of the proposed representation model apd an actual
infplementation example (see Annex A).

2 Normative references

There pre no normadtive references in this document.

3 Terms-and definitions and abbreviated terms
31 L 1 definiti

For the purposes of this document, the following terms and definitions apply.

ISO and [EC maintain terminology databases for use in standardization at the following addresses:

— ISO Online browsing platform: available at https://www.iso.org/obp

— IEC Electropedia: available at https://www.electropedia.org/

3.1.1

camera parameter

extrinsic/external and intrinsic/internal attribute value of a (virtual or real) camera that describes
the mathematical relationship between the 3D coordinates of a point in the world space and the 2D
coordinates of its projection onto the image space

© ISO/IEC 2022 - All rights reserved 1


https://www.iso.org/obp/ui
https://www.electropedia.org/
https://iecnorm.com/api/?name=8a571667231787a4b97c6a72a73a8dbe

ISO/IEC 23488:2022(E)

3.1.2
image patch

set of connected pixels of an image that has the same visibility information

Note 1 to entry: Image patch is synonymous to image.

3.1.3
tessellation

process of dividing a face into sub-faces using sub-sampled vertices to attain enhanced visibility

detection

3.1.4
viewpoint
rotation and [
3D model in a

Note 1 to entry
and pose, wher

osition with respect to the reference coordinate system that determines visibleypa
representation system

: “Viewpoint” is different from “Camera (parameters)” in that it only includes the'eamera g
e as the “Camera” has more information such as the internal camera parameters (3.1.1) in

'ts of a

osition
Cluding

the focal length, field of view, near/far planes and skew parameters.

3.1.5

virtual imag
image at an arbitrary viewpoint (3.1.4) that is generated by collecting @isible photo informatio
real images

h

h from

3.1.6

world refere
coordinate re
objects fora g

nce frame
ference frame used to express positions/orientations of the camera, 3D models ang
iven scene

| other

3.2 Abbreviated terms

IBR image-based rendering

XML  exterlsible markup language

XSD XML pchema definition

4 Domain and concepts

4.1 General

This clause tbased

representatio

lescribes the domain and key concepts. This includes the domain of image
rl of objects/environments and overall description of its details.

4.2 Domain

Geometric and optionally photometric information is essential when representing target objects/
environments as is done in ISO/IEC 19775-1. In this document, an alternative representation
method, image-based, is pursued in which the objects/environments are represented only using the
photogrammetric information (e.g. set of images and other related information) and optionally the
underlying 3D geometric information.

Therefore, the image-based representation of objects/environments first requires a set of images and
their photogrammetric information of the target objects/environments taken at various locations, and
the 3D model represented using vertices and faces and the association between these two (if needed).
Figure 1 shows the overall scene as represented a set of images (below), which have association to the
3D model (top). Note that with photogrammetric information alone, it is possible to render the target
objects/environments from an arbitrary viewpoint by using and blending the sampled images around.

2 © ISO/IEC 2022 - All rights reserved
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The association to the underlying 3D model, if it exists, can make the rendering output more accurate
by helping to resolve visibility issues and registration errors.

To be

single
object
the im|
Then,

visible
modelli
values
arbitra

In this
appros:
associ
where
If the

Figure 1 — Example of a 3D model and ima@et for target environment repres

more specific, because there are mult’k@e@blind spots in a wide and large envirg
image cannot display, a combinatio@f images is necessary to fully represent the
5/environments without any suchiblind spots. Thus, to accurately associate the 3
age set, each face of the 3D mo is verified to be visible or not in each image of
the target objects/enviro s can be represented at an arbitrary viewpoint U
image patches from dif e&t imageslellZ], Specifically, the colour value of each

is determined from th responding visible image patches. After that, the dete

iry viewpoint. O
regard, thi ageument concerns the basic image-based objects/environments r
iIch that §

tiple images to the underlying 3D model for resolving the visibility of €
es are taken and thereby making the rendering system more accurate
el is used along with the image-based one, the resulting virtual or mixed

can be

entation

nment that a
whole target

D model with

'he image set.
sing only the
ace of the 3D
mined colour

can be blended 1nt§1 smgle virtual image to represent the target objects/environments at any

Ppresentation

only the images (or photogrammetric information) but also the usage and

ach face from
and efficient.
reality world

BD
h&'only more photorealistic, but with the 3D depth information, more interestil

1g interaction

becomes possible.

4.3 Concepts

A key part of image-based representation is representing the photogrammetric information of target
objects/environments which is the basis of the proposed information model. Then the next is the
optional part as how to associate each face of the 3D model with visible image patches of the image set.
By associating each face with visible image patches, the photometric information of the visible image
patches can be accurately overlaid to each face of 3D model.

For this purpose, visibility of the 3D model’s vertex/face at each image, which can be acquired using a
visibility/occlusion detection algorithm like z-buffering[#, is first computed ahead of time (and added
to the representation). Regarding visibility detection, the vertices/faces can be tessellated to improve
visibility detection results in the case that the 3D model consists of sparse vertices.
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Then, with the computed visibility information, objects/environments can be represented by
connecting each face of the 3D model with the corresponding visible image patches. If a face has
multiple visible image patches that can be mapped as texture, the photometric information of the face
can be computed by, for example, selecting the best image patch among the candidates or by weighting
the photometric information of multiple visible image patches. For the former case, to select one source
image for the given face, the distance to the position where the image is captured, the area of the image,
the texture quality (how well focused or blurriness) of the image can be considered. For the latter case,
the aforementioned criteria can be used to derive relative weights in blending them into a virtual image
texture as seen from an arbitrary viewpoint (see Figure 2).

4.4 Basic components

4.4.1 General

e two
ration

This subclaus
key elements

as in Figure 2

e describes details of image-based representation. This includes explanation of t
pf image-based representation (image set and underlying 3D model), and their integ

4.4.2 Image set

4.4.2.1 Gerleral

An image set
at different lo
the usage of
with the exte

Consists of images capturing the photometric informatien of target objects/enviror
cations. The images can be taken by different entitigs using different hardware, al
rirtual and real images. Also, to project the images to a 3D model, it shall be augn
rnal parameters (rotation and translation), ahd the camera’s internal parameters

ments
owing
hented

(focal

length, resoluftion, aspect ratio, etc.). Using the external and internal parameters, a vertex or facg of the

3D model can| be projected onto the image and visibility information can be acquired, all of which are
used to visualize a 3D model with multiple textures:at'an arbitrary viewpoint.
Image set
r—-—""""""""""""/7-_-_.- /- /_ A
I External Internal — Image
arameters arameters Image L based
L P - P T - _! representation
Objects/
environmengs I______________ED_IQOQQ _____________ -
I I Image
Vertex Normal Face Tessellation| | * 3k])) m(()jc el
| I ased|.
L = l l 1l _ representafion
Image set - 3D model
N i
: Visibility Projection model :—
L _ i s 4l 4

Visibility should be changed according to changing viewpoint and visibility of a candidate patch considered for the
final image blend would be determined by a visibility/occlusion algorithm like z-buffering[4l and back-face culling.

Figure 2 — Abstraction of image-based representation

4.4.2.2 Image

An image contains the photometric information of the target objects/environments. The photometric
information can be depicted using any image format, including PNG, JPG, JPEG and TIFF. The photometric
information also includes a colour model, which can be represented as RGB, HSL, or HSV. To acquire an
image, there shall be no limits on the camera model, including pinhole, fisheye, cubemap, spherical and
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cylindrical models, as long as a projection model between the image and the 3D model can be formed.
Further description of the projection model is given in 4.4.4.3.

4.4.2.3 Camera external parameters

Camera external parameters are the rotation and translation of a camera when it captures an image
with respect to the world reference frame. Thus, the number of camera external parameter sets is equal
to the number of images used in rendering system. The camera external parameters transform the
vertices of a 3D model to the camera coordinate system. Explicitly, the camera external parameters
can be represented as a 3-by-4 matrix using floating points where the left 3-by-3 matrix represents a
rotation matrix and the right 3-by-1 vector represents a translation[=l.

4.4.2.4 Camera internal parameters

Camer
the ca
resped
the pr
model

Q internal parameters geometrically describe how the target objects/environi
mera are projected to an image. Thus, they can be used to project vertiees of a 3
t to the camera coordinate system, to the image. The set of internal’parameter]
bjection model of the camera, which can be pinhole, fisheye, cubemap, spherical a
5, depending on the hardware characteristics of the camera. Each camera in thg

system has a single set of internal parameters associated with one lens:Thus, for an IBR c4

with n|

cameras, where each camera has one or multiple lenses, there)can be a total of n or

paramjeter sets.

4.4.3

4.4.3.1

3D model

General

A 3D model contains the geometric informatjgw of the target environment as stated

documn
face, a
points
faces 4
tessell

4.4.3.7
A vert
is writ
image

4.4.3.3
A face

ent, a 3D model is represented by a 3D“mesh which consists of four main parts: v
nd tessellation. The vertex and normal values together mark a single point in the 3l

nents around
D model, with
s depends on
hd cylindrical
e [BR capture
ipture system
more internal

n 4.2. In this
brtex, normal,
space. These

are connected as triangles to form\the face of the mesh structure. If a face is not occluded by other

t a viewpoint, the face and the Corresponding vertices are considered visible at thd
ption is necessary, each face.is.split into sub-faces and the visibility at a viewpoint i

Vertex

bx refers to a pointyin two or three dimensional space. Among its attributes, the v
ten in floating points with respect to the world reference frame. A vertex can be p
through external and internal camera parameters as in 4.4.4.3.

Face

reptesents a polygon formed by a collection of vertices. A face requires all vertices

viewpoint. If
recalculated.

Prtex position
Fojected to an

n the polygon

ranteed to be

to be

1 Tl o 1 4 1 rea—ila daas 1 sele 1l i loiala
Ul.}lallal. TIIC Dlllll_}lCDL lJUlysUll IS5 UIICT U1 1a1151c VVILIT LIITCTTC VUOCTIUILTS VWILICIL dI'T sua

coplanar. A face can be projected to an image through external and internal parameters as in 4.4.4.3.

4.4.3.4 Normal

A vertex normal at a vertex of a polyhedron is a directional vector associated with a vertex, intended as
areplacement to the true geometric normal of the surface. Commonly, it is computed as the normalized
average of the surface normals of the faces that contain that vertex. Thus, there shall be the same
number of vertex normal values as the number of vertices. This vertex normal can be used to shade a 3D
model when rendering a target object/environment. It also allows compression of the object’s surface.
Face normal vectors perpendicular to a face can be computed using the vertex normals of the face.
Multiple faces whose normal vectors are similar (relatively flat and almost coplanar) can be simplified
into a single larger face with the averaged normal vector.
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4.4.3.5 Tessellation

A tessellation is the process of dividing a large face into a certain number of sub-faces. After the
tessellation step, each sub-face is checked for visibility at every camera location to enhance visibility
detection. The number of sub-faces is a non-limited integer value. Tessellation is conducted to increase
the visibility detection results, but it is not a required part of the representation of target objects/
environments. Especially, tessellation of a compact 3D model with sparse vertices allows accurate
visibility detection by increasing point resolution and thus results in more realistic representation.
Further description of the visibility is given in 4.4.4.2.

4.4.4 3D model — Image set integration

4.4.4.1 Gen

To connect th
integrated in
each cameral
projection mg

eral

e geometry of a 3D model with the photogrammetry of an image set, they need
h systematic way. For this purpose, the visibility of each face is extracted-with res
pcation. Thus, a face can be matched only with the appropriate images:lt this procs
del mathematically relates a 3D model with an image.

4.4.4.2 Visibility

Visibility is th
Thus, each faq
- i.e. whether
or back direc
where the nth
acquired usin
visibility with

stated in 4.4.3.5

e property that indicates whether each face of a 3D model-is visible in each image

e of the 3D model has the same amount of visibility infermation as the number of {
visible from where the images were captured. Explicitly, visibility of a face (in eithe
fion) can be described with a Boolean vector ofjthe same size as the number of {
element indicates the visibility of the face in.the nth image as true/false, which

g a visibility/occlusion algorithm like z-buffering(4l and back face culling. For ad
a sparse model, tessellation can be condueted before extracting visibility informa
5.

4.4.4.3 Model projection

Model projection is a mathematical procedure of how vertices of a 3D model in world reference
are projected| to an image. To do this, vertices of a 3D model are first transformed into the d
tem by using the cametaexternal parameters as stated in 4.4.2.3. Then, the transformed
vertices are grojected to an image through the projection model of a camera that captured the
using the canjera internal parameters as stated in 4.4.2.4. As stated in 4.4.2.2, the projection models

coordinate s

canvary as |

44.5 XML

This subclaus
objects.

g as it projects'the 3D model to the image.

pased object model

e provides a layout of the XML schema for the exemplary XML. Note the highlighted

to be
pect to
ss, the

or not.
mages
r front
mages
can be
curate
kion as

frame
amera

image

major

<?xml versio
<schema xmln

n="1.0" encoding="UTF-8"?>
s="http://www.w3.0rg/2001/XMLSchema"

targetNamespace="http://www.anywebsite.com/IBM" xmlns:ibm="http://www.anywebsite.

com/IBM">

<element nam

e="IBM">

<complexType>

<sequence
<element
<comple
<seque
<elem
</seque
</comple
</element

<element

>

name="cameraMatrices">

xType>

nce>

ent name="camera" type="ibm:cameraMatrixType">
nce>

xType>

>

</element>

name="imageset">
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<complexType>
<sequence>
<element name="image" type="ibm:imageType" minOccurs="1" maxOccurs="unbounded"> </
element>
</sequence>
</complexType>
</element>

<element name="meshGroup">
<complexType>
<sequence>
<element name="vertex">
<complexType>
<sequence>
c Lclllelll TIdllle= (,UULUJ‘_IldL,e Lype= JI_L)I[l.(,UULUJ‘_IldL,SJ.ype HlJ‘_IlU(,(,uLb— =3
maxOcqurs="unbounded"></element>
</dequence>
</cqmplexType>
</elernjent>

<elemgnt name="normal">

<compglexType>

<seduence>

<ellement name="coordinate" type="ibm:coordinateType" minOggcurs="4"

maxOcqurs="unbounded"></element>

</sqquence>

</conplexType>
</elenjent>

<elemgqnt name="face">
<comglexType>
<sedquence>
<ellement name="index" type="ibm:coordinateType" minOccurs="1" maxOccurs="unpounded"></
elemerft>
</sqquence>
</conplexType>
</elenjent>

<elemdqnt name="tessellation" minOcctrs="0" maxOccurs="unbounded">
<comglexType>
<sedquence>

<ellement name="barycentkig" minOccurs="1" maxOccurs="unbounded">
<domplexType>
sequence>
<element name=YxY"type="float"></element>
<element namg="yy" type="float"></element>
</sequence>
</domplexType>
</eldgment>

<elemerit,name="visibility">
<donplexType>
seduence>
<element name="visdata" minOccurs="1" maxOccurs="unbounded">
<complexType>
<simpleContent>
<extension base="string">
<attribute name="id" type="integer"></attribute>
</extension>
</simpleContent>
</complexType>
</element>
</sequence>

<attribute name="index" type="integer"></attribute>
</complexType>
</element>

</sequence>

© ISO/IEC 2022 - All rights reserved 7
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<attribute name="size" type="integer"></attribute>
</complexType>
</element>

</sequence>
</complexType>

</element>
</sequence>
</complexType>
</element>

<complexType name="cameraMatrixType">

<sequence>
<elemelL ralie—= aluce Ltype="110dLl [MaxUCCULS="10 uu'_nuu(,u:_ = 10 [SERSIIISIN NS
</sequejnce>
<attribufte name="id" type="integer"></attribute>
</complexType>

<complexType name="imageType">

<attribute|l name="1id" type="integer"></attribute>
<attribute| name="path" type="string"></attribute>
</complexTlype>

<complexTyjpe name="coordinateType">
<sequenc>
<elemeght name="x" type="float"></element>
<element name="y" type="float"></element>
<element name="z" type="float"></element>
</sequence>
</complex[Type>

</schema>

5 Image-based representation usage exaniple

5.1 Genergl

This clause describes the usage example of‘image-based representation. This includes imagefbased
rendering and multi-object representation.

5.2 Imageibased rendering

Image-based fendering refers to rendering a 3D model according to a virtual camera using an|image
set. Note that{virtual camera-contains the information in addition to the virtual viewpoint (which just
contains the famera pa@gition and pose) such as the internal camera parameters including the focal
length, field df view, hear/far planes, and skew parameters; see also 3.1.1. and 3.1.4. For IBR, |mage-
based represgntation in this document can be used to extract the photometric information of eath face
of 3D model Hy providing the corresponding visible image patches. Details of the rendering profess at
an arbitrary wiewpoint using the image-hased representation are as follows:

First, visible vertex/face of a 3D model at the query viewpoint is extracted using a visibility/occlusion
detection algorithm like z-bufferingl4l. Second, colour candidates of each visible vertex/face are
acquired from an input image set using the visibility vector stated in 4.4.4.2. Third, colour value of
each visible vertex/face is calculated using colour candidates. Finally, rendering is conducted using the
calculated colour values and the corresponding visible vertex/face.

When calculating the colour values from the colour candidates, several approaches can be applied. One
is to select the image closest to the query viewpoint and combine colour information with the visible
vertex/face at the image. The distance between the image and the query viewpoint can be calculated
based on the camera external parameters of the image and the viewpoint. After that, colour information
of the remaining parts is acquired from the image second closest to the query viewpoint. This blind spot
texturing is recursively conducted until every visible/face at the query viewpoint has corresponding
image patches. Another approach can be selecting the colour values from the image patch closest to
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each vertex/face, or calculating the colour values as the weighted sum of the colour candidates. Also,
the acquired colour information (or image patches) from any approaches can be stitched into a virtual
image to remove seams between patches.

5.3 Multi-object representation

Constructs proposed in this document also can use multiple 3D geometry models (multi-object
representation) to render the target space as in Figure 3. In this case, each model/object can be
independently textured using different sets of images. Thus, the photometric information of different
models does not affect one another. A model/object can also be textured with a virtual image containing
only the photometrlc 1nf0rmat10n of that model/ob]ect Moreover the visibility information can be
obtained-by-consideringoechisioneatsed-by-o

Figurg 3 — Example of multi-object represent@ﬁ? with virtual images of objects (pbenches and
plants) augmented & e 3D geometry model

$

6 Conformance A’\Q’

xO
6.1 Objective c\}*
\

The prlimary objectives of the ec1f1cat10ns Table 1 are:

a) prjomoting interop ity by eliminating arbitrariness;
b) promoting un@[gelty in using IBR;

) promotm@sistent results.

N
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6.2 Minimum requirements

Table 1 — Conformance check list

Item

Remarks

There is a construct for representing camera position
(required).

Camera position values form a proper view matrix with float-

Every mesh is set for tessellation (eptional).

Camera ing numbers (required). ( )
Intrinsic and extrinsic camera parameters are properly ( )
included (required).
Model There is a construct for representing an image (or image URI) ( )
projection and a set of them (required).
(required) Image Image URIs are indexed for referral and association with the ( - )
3D data, if needed (required). S
Projection between image and 3D model is formed (optional). (" )
Every image has a corresponding camera position and such ( )
.Image set linformation can be encoded (required).
integration All faces are matched with appropriate images (optional). § )
There is a construct for representing the 3D mesh.foptional). | (| )
Object Mesh The 3D mesh is composed of vertices, faces,and normals, with ( )
structure coordinate values in floating numbers (eptional).
(optional) Number of tessellations is set to an intéger (optional). ( )
Tessellation

10
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Annex A
(informative)

Working example of the proposed information model

A.1 General

Clause] A.2 represents the exemplary data and Clause A.3 represents the XML example| For the XML
docunient to be well-formed, XSD is listed in 4.4.5.

A.2 Exemplary data
A.2.1| General
This clause contains exemplary data for the XML example in Clause-A.S.

A.2.2 | Camera information representation

When [the camera location and view matrix information-ate stored, this is later used in the rendering
procegs. Exemplary camera poses are shown as a verticaMine in Figure A.1.

Q teevr fiewer v2a0 - X

i ‘h Development Build

Figure A.1 — Example of camera pose data represented in a virtual 3D model

A.2.3 Image information representation

For every camera pose shown in Figure A.1, a 360° image taken at that location is projected into the
mesh of the object. An image taken at the exemplary pose is given in Figure A.2.
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