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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are
members of ISO or IEC participate in the development of International Standards through technical
committees established by the respective organization to deal with particular fields of technical
activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international
organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in the
work.

The aintenance
are |described in the ISO/IEC Directives, Part 1. In particular, the different appropal criteria
needed for the different types of document should be noted. This documentwas|drafted in

accofdance with the editorial rules of the ISO/IEC Directives, Part 2 (see www.iso!6rg/dlirectives or

nay involve
ipplicability
bnt, ISO and

ent. However,
implementers are cautioned that this may not represent the latest'information, which may}ye obtained
nd [EC shall

terms and
lherence to
orld Trade Organization (WTO) principles in the Technical Barriers to Trade| (TBT) see

.iso.org/iso/foreword.html. In the IEC, see www.iec.ch/understanding-standards.

document was prepared by Joint Technical Committee ISO/IEC JTC 1, Information
ommittee SC 29, Coding of audio/picture, multimedia and hypermedia information.

technology,

F of all parts in the [SO 23090 series can be found on the ISO and IEC websites.

Any [feedback or questigns on this document should be directed to the user’s national standards
body. A complete listihg of these bodies can be found at www.iso.org/members.html and
www.iec.ch/nationdl-committees.
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Introduction

This document defines the MPEG-I Scene Description. It provides an architecture for the MPEG-I Scene
Description, a set of extensions based on ISO/IEC 12113, a set of APIs, and storage formats for scene
description documents and scene description updates documents.
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ERNATIONAL STANDARD ISO/IEC 23090-14:2023(E)

Information technology — Coded representation of
immersive media —

Part 14:
Scene description

1

This| document specifies extensions to existing scene description formats in order to suj
medja, in particular immersive media. MPEG media includes but is not limited. to 'media ey
MPERG codecs, media stored in MPEG containers, MPEG media and applicationformats as w|
provliided through MPEG delivery mechanisms. Extensions include scene;description for

and

defines a Media Access Function (MAF) API for communication betweén the Presentation
the Media Access Function for these extensions. While the extensions defined in this docu

appl

2
The

undz
ISO/JEC 12113, Information technology — Runtime 3D asset delivery format — Khronos gITF"|

ISO/IEC 14496-12, Information technolggy — Coding of audio-visual objects — Part 12: 1SO ba
format

ISO/IEC 21778, Information technology — The JSON data interchange syntax
IEEH 754-2019, IEEE Standard for Floating-Point Arithmetic

IETH RFC 6902, JavaS¢ript Object Notation (JSON) Patch

IETH RFC 8259, The favaScript Object Notation (JSON) Data Interchange Format

3

3.1

hcope

semantics and the processing model when using these extensions byla Presentation En

cable to other scene description formats, they are provided\for ISO/IEC 12113.

Normative references

Terms;definitions, abbreviated terms, and conventions

pport MPEG
icoded with
ell as media
mat syntax
gine. It also
Engine and
nent can be

following documents are referred to in the text in such a way that some or all of their content
consftitutes requirements of this document. For dated references, only the edition cited
ted references, the latest edition of the referenced document (including any amendmeints) applies.

applies. For

2.0

se media file

For the purposes of this document, the terms and definitions given in ISO/IEC 12113 and the following

appl

y.

ISO and [EC maintain terminology databases for use in standardization at the following addresses:

[SO Online browsing platform: available at https://www.iso.org/obp

IEC Electropedia: available at https://www.electropedia.org/

3.11
asset
3D scene described by a scene description document (3.1.10) together with corresponding scene

desc

ription data (3.1.9)

© ISO/IEC 2023 - All rights reserved
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3.1.2
node
elementint

3.1.3

he scene graph (3.1.12)

media access function
function that retrieves and prepares media for rendering on request by the presentation engine (3.1.7)

3.14

media pipeline
chain of media processing components to process media

3.1.5
object
node in a sc

3.1.6

patch document

document t
Note 1 to ent]

3.1.7

presentati¢n engine

engine that

3.1.8

scene activ
time on the
effect in the

3.19
scene desc
binary data

3.1.10
scene desc

document describing a 3D scene

Note 1 to ent
cameras, as \

3.1.11
scene desc
patch docun

3.1.12

bne description document (3.1.10)

hat contains update instructions

ry: For example, update instruction can be provided as defined in RFC 6902.

processes and renders the asset (3.1.1)

ation time
media timeline at which the scene described by a scene description document (3.1.10) t
presentation engine (3.1.7)

Fiption data
that is described by scene description document (3.1.10)

Fiption document

ry: For example, scene\description document is containing description of node hierarchy, mate
vell as description(information for meshes, animations, and other constructs.

"iption update

pent (3:1.6) to a scene description document (3.1.10) or a scene description document (3.1}10

akes

rials,

scene grap

data structure used to represent objects (3.1.5) in a 3D scene and their hierarchical relationships

3.1.13

timed accessor
accessor defined in ISO/IEC 12113 that has an MPEG_accessor_timed extension and is used to describe
access to timed data

3.1.14
timed data

timed media
media, which when decoded results in content, possibly containing internal timing values, to be
presented at a given presentation time and for a certain duration

© ISO/IEC 2023 - All rights reserved
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3D Three-Dimensional

3DoF Three Degrees of Freedom

6DoF Six Degrees of Freedom

API Application Programming Interface

AR Augmented Reality

DASH Dynamic Adaptive Streaming over HTTP

dB Decibel

DSR Diffuse to Source Ratio

glTF Graphics Language Transmission Format

HOA Higher Order Ambisonics

ISOBMFF ISO Base Media File Format

JSON JavaScript Object Notation

MAER Media Access Function

MPEG Moving Picture Experts Group

IDL Interface Definition Language

PCM Pulse-Code Modulation

RT6 60 dB Reverberation Time

SDP Session Description Protocol

3.3 | Conventions

3.3.1 General

The mathematical operators used in this document are similar to those used in the C prjogramming
langpage. However, the results of integer division and arithmetic shift operations are d¢fined more
precjsely-and additional operations are defined, such as exponentiation and real-valugd division.
Numbeting and counting conventions generally begin from 0.

3.3.2 Arithmetic operators

+

addition

multiplication, including matrix multiplication

© ISO/IEC 2023 - All rights reserved

subtraction (as a two-argument operator) or negation (as a unary prefix operator)

integer division with truncation of the result toward zero. For example, 7 / 4 and -7 / -4 are
truncated to 1 and -7 / 4 and 7 / -4 are truncated to -1.

division in mathematical equations where no truncation or rounding is intended.


https://iecnorm.com/api/?name=6e04ac008fdd9f6d99190a827b9ecc20

ISO/IEC 23090-14:2023(E)

3.3.3 Logical operators

X>>y

X<<y

3.3.6

Boolean logical "not".

Relational operators

Bit+

Greater than.

Greater than or equal to.

Fesstham:
Less than or equal to.
Equal to.

Not equal to.
wise operators

bit-wise "not".

When operating on integer arguments, operates on a two's€emplement representation g
integer value. When operating on a binary argument that'contains fewer bits than ang
argument, the shorter argument is extended by adding-more significant bits equal to 0

bit-wise "and".

When operating on integer arguments, operates.on a two's complement representation g
integer value. When operating on a binary argument that contains fewer bits than ang
argument, the shorter argument is extended by adding more significant bits equal to 0

bit-wise "or".
When operating on integer arguments, operates on a two's complement representation g
integer value. When operating on a binary argument that contains fewer bits than ang
argument, the shorter argumenit is extended by adding more significant bits equal to 0

bit-wise "exclusive or".
When operating on integer arguments, operates on a two's complement representation g
integer value. Whenroperating on a binary argument that contains fewer bits than and
argument, the shorter argument is extended by adding more significant bits equal to 0

arithmetieright shift of a two's complement integer representation of x by y binary d
This function is defined only for non-negative integer values of y. Bits shifted into the |
as a result of the right shift have a value equal to the MSB of x prior to the shift operati

arithmetic left shift of a two's complement integer representation of x by y binary d

fthe
ther

fthe
ther

fthe
ther

fthe
ther

gits.
1SBs
D11,

gits.

This function is defined only for non-negative integer values of y. Bits shifted into the
as a result of the left shift have a value equal to 0.

Assignment operators

assignment operator.

SBs

increment, i.e. x++ is equivalent to x = X + 1; when used in an array index, evaluates to the

value of the variable prior to the increment operation.

decrement, i.e. x-- is equivalent to x = x = 1; when used in an array index, evaluates to the

value of the variable prior to the decrement operation.

© ISO/IEC 2023 - All rights reserved
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+= increment by amount specified, i.e. x += 3 is equivalent to x = x + 3, and x += (-3) is equivalent
tox=x+(-3).

-= decrement by amount specified, i.e.x —= 3 is equivalent to x = x - 3, and x == (-3) is equivalent
tox=x-(-3).

3.3.7 Other operators

y..Z range operator/notation.
This function is defined only for integer values of y and z. When z is larger than or equal

tov it dafinac an ardarad cat nfualuiac fram v tn 7 in inecramaonte Af1 Otharagd e When VA iS
Oy e S o O e E S E e Oy E S Oyt O i e S e e S B o tier w1y G,

smaller than y, the output of this function is an empty set. If this operator is used within the
context of a loop, it specifies that any subsequent operations defined are(perfqrmed using
each element of this set, unless this set is empty.

3.3.8 Order of operation precedence

When order of precedence in an expression is not indicated explicitly, by use of paremtheses, the
following rules apply:

— Pperations of a higher precedence are evaluated before any©peration of a lower precedence.
— Pperations of the same precedence are evaluated sequentially from left to right.

Table 1 specifies the precedence of operations from highest to lowest; a higher position [in the table
indiqates a higher precedence.

NOTE For those operators that are also used ind¢he'C programming language, the order of pre¢edence used
in this document is the same as used in the C programming language.

Table 1 — Operation precedence froim highest (at top of table) to lowest (at bottom|of table)

operations (with'operands x, y, and z)

x++", "x--

"Ix", "—x"(as a unary prefix operator)

X[y Xy X %y

"x+y","x-y" (as a two-argument operator)

"X*y

"X<<y, X>>y"

"x<y", "x<=y", "x>y", "x>=y

"X==y ’ X!= yn

"X & y"

"A i yl
IIX && yll

IIX || yll
"x?y:z"

"x.y"

X=yh 'x+=y" X —=y"

3.3.9 Text description of logical operations

In the text, a statement of logical operations as would be described mathematically in the following
form:

© ISO/IEC 2023 - All rights reserved 5
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if(

condition O

)

statement O

else if

( condition 1 )

statement 1

else /*

informative remark on remaining condition */

statement n

may be described in the following manner:

... as follows / ... the following applies:

If condition 0, statement 0

Oth

Oth

Each "If ... C
the followir
Otherwise,
can be ident

In the text,
form:

if( con

stat
else if
stat

else
stat
may be desg
... as fol

Ifa

erwise, if condition 1, statement 1

erwise (informative remark on remaining condition), statement n

therwise, if ... Otherwise, ..." statement in the text is introduced withy*.. as follows"

g applies" immediately followed by "If ... ". The last condition of.the "If ... Otherwise
." is always an "Otherwise, ...". Interleaved "If ... Otherwise, if «.,'"Otherwise, ..." statemn
ified by matching "... as follows" or "... the following applies" withrthe ending "Otherwis

a statement of logical operations as would be describedmathematically in the follo

ition O0a && condition Ob )
bent 0

( condition la || condition 1b )
pment 1

bment n

ribed in the following manner:

ows / ... the following applies:

| of the following conditions are true, statement 0:

condition Oa

condition Ob

erwise, ifone or more of the following conditions are true, statement 1:
condition la

condition 1b

r'.
if ...
ents

£y oee

wing

Otherwise, statement n

In the text, a statement of logical operations as would be described mathematically in the following

form:

if( condition 0 )

statement 0

if( condition 1)

statement 1

© ISO/IEC 2023 - All rights reserved
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be described in the following manner:

When condition 0, statement 0

When condition 1, statement 1

In addition, a “continue” statement, which is used within loops, is defined as follows:

The “continue” statement, when encountered inside a loop, jumps to the beginning of the loop for the
next iteration. This results in skipping the execution of subsequent statements inside the body of the

loop

}

fi

4

4.1
This

defining features of a scene description that describe how to get the timed media, and sg

defi%[

rendering process expects the data‘once it is decoded. In this version of the document, the

In ad

the document describes-a reference scene description architecture that includes componsg

Med
cros
and
and
datal

Not

for the current iteration. For example:

or( J =0; J < N; J++

statement O

if( condition 1
continue

statement 1

statement 2

) A

)

is equivalent to the following:

obr( j =0; j < N; j++ )

statement 0

if( !'condition 1
statement 1
statement 2

{

) A

Dverview and architecture

Overview

document enables inclusion of timéd media in a scene description. This is achieved t

ed as extensions to the glTF format defined in ISO/IEC 12113, see Clause 5.

dition to the extensions, which provide an integration of timed media with the scene

a Access Function) Presentation Engine, Buffer Control & Management, and Pipeline
5-platform/cross<vendor interoperability, the document defines Media Access Functior
Buffer APl.see Clause 6. The MAF API provides an interface between the Media Acce
the Presentation Engine. The Buffer API is used to allocate and control buffers for the
betweenrMedia Access Function and Presentation Engine.

biilythe timed media described by the scene description may change over the time

hrough first
cond how a
features are

description,
nts such as
5. To enable

(MAF) API
ss Function
exchange of

but also the

scen

\ AR . e . C
edescriptiomitself —Thedocument defimes row such change of @ stene description

signalled to the Presentation Engine.

ocument is

Finally, a scene description may be stored, delivered, or extended in a way that is consistent with
MPEG formats. The document defines a number of new features that allow a carriage utilizing

1S0/

4.2

IEC 14496-12 and its derived specifications, see Clause 7.

Architecture

The scene description is consumed by a Presentation Engine to render a 3D scene to the viewer. The
extensions defined in this document, allow for the creation of immersive experiences using timed
media. The scene description extensions are designed with the goal of decoupling the Presentation
Engine from the Media Access Function. Presentation Engine and Media Access Function communicate
through the Media Access Function API, which allows the Presentation Engine to request timed media

© ISO/IEC 2023 - All rights reserved
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required for the rendering of the scene. The Media Access Function will retrieve the requested timed
media and make it available in a timely manner and in a format that can be immediately processed by
the Presentation Engine. For instance, a requested timed media asset may be compressed and residing
in the network, so the Media Access Function will retrieve and decode the asset and pass the resulting
decoded media data to the Presentation Engine for rendering. The decoded media data is passed in
form of buffers from the Media Access Function to the Presentation Engine. The requests for timed
media are passed through the Media Access Function API from the Presentation Engine to the Media
Access Function.

Figure 1 depicts the reference architecture.

MAFAPT Steme
el bbb I descriptipn
: : docuimept
| Buffer |
i Buffer u . Buffer
i !_API, management .KPI_| i
vV _ Vv ' ' YO v
4 D | NG
Cloud | i
requests ! i
: Buffer .
Media access i ! Presentation
function I : | engine
1 1
Media | i
Local stofage access | |
I I
1
I
|

\ A \
Synchrolnization Rendering

Figure 1 — Scene description reference architecture
The interfages (MAF API, Buffer API)vand extensions to ISO/IEC 12113 are within the scope of| this
document.
The following principles apply:

— The format of the buffers shall be provided by the scene description document and shall be passed
to the MAF through'the Media Access Function API

— Pipeling shallperform necessary transformations to match the buffer format and layout declargd in
the sceme déscription for that buffer

V the

Figure 1 depicts the reference architecture for scene description. The corresponding procedures are
described as follows:

a) The Presentation Engine receives and parses the scene description document and following scene
description updates

b) The Presentation Engine identifies timed media that needs to be presented and identifies the
required presentation time

8 © ISO/IEC 2023 - All rights reserved
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c) The Presentation Engine then uses the MAF API to request the media and provides the following

information:

1) where the MAF can find the requested media

2) what parts of the media and at what level of detail

3) when the requested media has to be made available

4) in which format it wants the data and how it is passed to the Presentation Engine

d) The MAF instantiates the media fetching and decoding pipeline for the requested media at the

hppropriate time.

)

It ensures that the requested media is available at the appropriate time jin.the
buffers for access by the Presentation Engine

’)

It ensures that the media is decoded and reformatted to match the(ekpected fo
Presentation Engine as described by the scene description document

The
The

header information to describe its content and timing.

The |nformation provided to the Media Access Function by the Presentation Engine allows

supported formats. Preferences may for exampledbe user settings.

For each selected source,

)
)

access the media by using a media dceess protocol;
setup the media pipeline to provide the information in the correct buffer format.

The
deliy

The
A pipeline takes as inputiene or more media or metadata tracks and outputs one or more

pipeline shall perforfn)all the necessary processing, such as streaming, demultiplexing
decrlyption, and fokmiat conversion to match the expected buffer format. The final buff]

bufférs are thenwsed to exchange data with the Presentation Engine.

data decoder. The pipeline is also responsible for processing this data and per

recon aValla aVa Wa' ad aVaiaa a aVata¥a d-dataisthenfad a ha

bxchange of data (media and metadata) shall be done through buffers (circular and sta
buffer management shall be controlled through the Buffer API. Eacl/buffer should conta

belect the appropriate source for the media (multiple could be specified) and the MA}
based on preferences and capabilities. Capabilitiesymay for example be decoding caj

Media Access Function shall setup and manage the pipeline for each requested media @

appropriate

'mat by the

tic buffers).
in sufficient
t to

f may select
babilities or

MAF may obtain additional information from the Presentation Engine in order to optimize the
ery, for example the requiredquality for each of the buffers, the exact timing informati

on, etc.

r metadata.
buffers. The
r, decoding,
er or set of

point cloud
brs and one
forming 3D
final buffer

that is accessed by the Presentation Engine. Pipeline #2 on the other hand is not performing the 3D

reconstruction process and provides decoded raw data onto the buffers, which are acce
Presentation Engine.

© ISO/IEC 2023 - All rights reserved
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Figure 2 — An example of pipelines in scene description

© ISO/IEC 2023 - All rights reserved

10


https://iecnorm.com/api/?name=6e04ac008fdd9f6d99190a827b9ecc20

ISO/IEC 23090-14:2023(E)

4.3 Timing model

A scene and all contained nodes share a global common presentation timeline. An initial gITF document
is used as an entry point for consuming a 3D scene. The scene activation time of that document may be
set externally or may be determined by the user and is considered the presentation time TO of the 3D
scene. Each media is started at time TO + T,,;, where T, is equal to startTime, when present, or equal
to the earliest time at which the media is available if autoplay is equal to true and autoplayGroup is not
present, or the earliest time at which all media with the same autoplayGroup are available.

The first sample of each media consumed at TO + T,,;, is the one with presentation time equal to
startTimeOffset. The media is consumed up to the sample with presentation time equal to the

end
each|
is pr

Whe
docy
ie.t

Anin
stop
iden
time
infor
fram

All s
indid
indid
shal

Any

5

5.1

5.1.1

Ane
A gl
node
arra

loop the timeline is increased by adding the endTimeOffset - startTimeOffset, whemen
bsent, or duration - startTimeOffset, when endTimeOffset is not present.

n a scene is updated through patch document to a scene description documentota scene
ment, the media timeline remains unchanged and continues to be evaluated in respe
e activation time of the initial gITF document used as an entry point for,consuming th

hations described by the scene description document may be controlled (e.g., activaf
bed) through MPEG_animation_timing extension. The activdtien timing of contrg
fified by the timing of a sample in a metadata track. Once.an“animation event is a
line of the animation is determined by animation data-in-the scene description d
mation provided by the animation sample in the metadata track (e.g., speed, start_

e).

tatic media of a scene are assumed to be presented at time TO. Timed media shall
ated TO + T,,;,. An object that has timed media components, shall not be renderg
ated TO + T, vof all the timed media components of the
be equal.

nit*

nit Of these components. TO + T,

extensions that include new primitiveattributes shall register the attributes in Annex

bcene description extensions
General

Overview of extensions

ktension mecharism thatallows to extend gITF 2.0 with new capabilities is defined in ISC

. All extensions that are used in a gITF document shall be listed in the top-level extg
 objett, ' while extensions that are required to correctly load/render the scene shall a

in th|e extensionsRequired array.

1meUiiset, when present, or up to the [ast sample presentin the media. When Ioop 1S;S¢t to true, at

TimeOffset

description
rt to the TO,
b 3D scene.

ed, paused,
| events is
rtivated the
hta and the
frame, end_

start at the
d until the
same object

1®9)

/IEC 12113.

'F node may have an optional extensions property that lists the extensions that are fised by this

nsionsUsed
so be listed

A number of extensions, listed in Table 2, that enable support for timed media, are specified in
subclauses 5.2, 5.3, 5.4, and 5.5. Extensions can be defined under Vendor, EXT, KHR, or KHX namespaces.
The extensions defined in this document are under the vendor-specific extension namespaces with an
MPEG prefix. Examples of how to use the extensions are provided in Annex F.

Table 2 — ISO/IEC 12113 extensions defined in this document

Extension Name Brief Description Type Subclause
MPEG_media Extension for referencing external media|Generic 521
sources. =
MPEG_accessor_timed An accessor extension to support timed|Generic 5.2.2
media.

© ISO/IEC 2023 - All rights reserved 11
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Table 2 (continued)

Extension Name Brief Description Type Subclause
MPEG_buffer_circular Abuffer extension to support circular buff- | Generic 5.2.3
ers.
MPEG_scene_dynamic An extension to support dynamic scenes. |Generic 5.2.4
MPEG_texture_video A texture extension to support video tex-|Visual 5.3.1
tures.
MPEG_mesh_linking An extension to link two meshes and provide | Visual 5.3.2
mapping information
MPEG_audid_spatial Adds support for spatial audio. Audio 5.4.1
MPEG_viewport_recommended An extension to describe a recommended | Metadata 5.5.1
viewport.
MPEG_animption_timing An extension to control animation timelines. | Metadata 5.5.2
Figure 3 depicts the gITF 2.0 hierarchy that includes the extensions defined in this do¢cument.
4 scene N
[ MPEG_scene_dynamic ]
MPEG_media -\~
[ MPEG_recommended_viewport ] aa)o
K[ MPEG_animation_timing ]/ =
4 R
camera node
4’[ light ]
[ MPEG_dudio_spatial ] [ MPEG_audio_spatial ]
- l J
4 N 4
mesh N texture
3 material —
[ MPEG_mesh l@ing ] ) [ MPEG_texture_vided
R
4 J 4
N\ l \ p A4 N - l l
animjation > accessor technique source ] [ imagp
J
N \ J -
h NPEG_accessor_timed ]
sitin —>
\ / 4 4 N\
g v
- N program
bufferView ~ /
. J
v y
e N )
buffer shader
[ MPEG_buffer_circular J ~ g

.

%

Figure 3 — An overview of the gITF document structure with MPEG extensions defined in this

5.1.2 Formatting and typing

For binary data fields the following applies. The read_bits( n ) function reads the next n bits from the
buffer data and advances the data pointer by n bit positions. When n is equal to 0, read_bits( n ) is

document

specified to return a value equal to 0 and to not advance the data pointer.

12
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The following types specify the types and parsing process for binary data fields:

4:2023(E)

— bits(n) fixed-pattern bit string using n bits written (from left to right) with the left bit first. The
parsing process for this descriptor is specified by the return value of the function read_bits(n)

— bits(n)[m] array of m fixed-pattern bit strings with length of n bits.

— uint(n) unsigned integer using n bits. The parsing process for this descriptor is specified by the
return value of the function read_bits( n ) interpreted as a binary representation of an unsigned
integer with the most significant bit written first.

For ]|

5.2

5.2.1

5.2.]

The
a sce

nt(n) signed integer using n bits. The parsing process for this descriptor is specified b
Ualue of the function read_bits( n ) interpreted as a two's complement integer represe
he most significant (left) bit written first. In particular, the parsing process for this-type
s follows:

nt (n) {
value = read bits( n )
if( value < (1 << (n —=-1) ) )
return value
else
return ( value | ~( (1 << (n - 1)) = 1))

}

float(n) binary floating point value using n bits. The parsingprocess for this descriptor is
n IEEE 754-2019.

SON data fields, the following type definitions applyx
humber: primitive type defined in ISO/IEC 21778
string: primitive type defined in ISO/IEC 21778
boolean: primitive type defined in ISO/IEC 21778
hrray: structured type defined inISO/IEC 21778
bbject: structured type defined'in ISO/IEC 21778

Generic extensions
MPEG_medid extension

.1 General

MPEGanedia extension, identified by MPEG_media, provides an array of media items r¢
ne.description document.

the return
tation with
is specified

as specified

bferenced in

AABEC

Wh

5.2.1.2 Semantics

The definition of all objects within MPEG_media extension is provided in Tables 3 to 6.

Table 3 — Definitions of top-level objects of MPEG_media extension

Name Type Default Usage Description

med

ia array N/A M Anarray of items that describe the external media,
referenced in this scene description document.

© ISO/IEC 2023 - All rights reserved
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Table 4 — Definitions of item in the media array of MPEG_media extension

Name

Type

Default

Usage

Description

name

string

N/A

The user-defined name of the media.

startTime

number

0

The startTime gives the time at which the ren-
dering of the timed media will begin. The value
is provided in seconds.

In the case of timed textures, the static image
should be rendered as a texture until the start-
Time is reached. A startTime of 0 means the
prr—\cr—\nfnfinn time of the current scene

Either startTime or autoplay shall be presént in
gITF description.

startTimeOffset

number

The startTimeOffset indicates the-time offset
into the source, starting from which the timed
media shall be generated. The value is provjided
in seconds, where 0 corrésponds to the start of
the source.

endTimeOfffet

number

N/A

The endTimeOffsetindicates the end time offset
into the source, up£o which the timed media ghall
be generated<The value is provided in secqnds.
If not presént;-the endTimeOffset corresppnds
to the end of the source media.

autoplay

boolean

True

Specifies that the media will start playirlg as
soon‘as it is ready.

Either startTime or autoplay shall be present for
a media item description.

Rendering of all media for which the autdplay
flagis setto True should happen simultaneously.

autoplayGro

c

p

integer

N/A

All media that have the same autoplayGfoup
identifier shall start playing synchronously as
soon as all autoplayGroup media are ready

autoplayGroup is only allowed if autoplay ifs set
to True.

loop

boolean

False

Specifies that the media will start over again,
every time it is finished. The timestamp in the
buffer shall be continuously increasing when the
media source loops, i.e. the playback durgtion
prior to looping shall be added to the media fime
after looping.

controls

boolean

False

Specifies that media controls should be displhyed
(such as a play/pause button etc).

alternatives

array

N/A

An array of items that indicate alternatives of

the same media (e.g. diiferentvideo codecs used)

NOTE: the client can select items (i.e. uri and
track) included in alternatives depending on the
client’s capability.

14
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Table 5 — Definitions of items in the alternatives array of MPEG_media extension

Name

Type

Default

Usage

Description

mimeType

string

N/A

M

The media's MIME type.

The profiles parameter, as defined in IETF
RFC 6381, may be included as a part of the mime-
Type to specify the profile of the media container.
(e.g. the profiles parameter indicates the DASH
profile when the uri specifies a DASH manifest)

uri

string

N/A

The uri of the media. Relative paths are relative to

the g]ff file Ifthe reference mediai

s areal-time

media stream, then the uri shallfo
erencing scheme as specified-in/An
tracks element is present,the’las
URI (i.e. the stream identifier such
is provided by the tracks‘informati

llow the ref-
nex C. If the
part of the
as the mid)
b1,

tracks

array

N/A

An array of items that lists the co
the referenced media source that ar
These can e.g.bea track number of
a DASH/CMAE SwitchingSet identifig
id of an REP’stream.

nponents of
e to be used.
hn [SOBMFF,
b, or a media

extrpParams

object

N/A

An object that may contain any ad
diasspecific parameters.

ditional me-

Table 6 — Definitions of items in the tracks array of MPEG_media.alternative ext

ension

Name

Type

Default

Usage

Description

track

string

N/A

M

URL fragment to access the tracH
media alternative.

The URL structure is defined for t
formats:

DASH: Using MPD Anchors (URL
as defined in ISO/IEC 23009-1:20
(Table C.1).

ISOBMFF: URL fragments as specifig
14496-12:2022, Annex C.

SDP: stream identifier of the med
defined in Annex C.

When V3C datais referenced inthes
tion documentas initemin MPEG_m
tive.tracks and the referenced item
to an ISBOBMFF track, the followin

— For single-track encaps

within the
he following

fragments)
P2, Annex C

dinISO/IEC
a stream as

ene descrip-
pdia.alterna-
corresponds
b applies:

ulated V3C

data, thereferenced—track in MPEG_

media shall be the V3C bitstream

track.

— For multi-track encaps

data, the referenced track in MPEG_

ulated V3C

media shall be the V3C atlas track.

codecs

string

N/A

The codecs parameter, as defined in IETF RFC
6381, of the media included in the track.

When the track includes different types of codecs
(e.g.the AdaptationSet includes Representations
with different codecs), the codecs parameter may
be signaled by comma-separated list of values of
the codecs.

© ISO/IEC 2023 - All rights reserved
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The JSON sc

hema for the MPEG_media extension is provided in A.2.

5.2.1.3 Processing model

Processing of the MPEG_media extension depends on the referenced media. In general, media in the
MPEG_media extension may be referenced by a circular buffer or by another extension defined in this
document (e.g. MPEG_scene_dynamic). The Presentation Engine selects the media that is required
at one of the available alternatives and is responsible for synchronization. The MAF instantiates the
media fetching and two options exist. When the media in the MPEG_media extension is referenced by
a circular buffer, the processing pipeline instantiated by the MAF decodes the media and reformats it

to match t

e expected format by the Presentation Engine. This processing may also require se

ting

some inforr
appropriate
information
buffer). Wh
expected to

5.2.2 MP

52.21 G

An accessot
that is view
is expected
dynamically

hation about the header information from the MPEG_accessor_timed as defined in fal
ly based on the data included in the media. This might depend on the reference medig
in the scene description document (e.g. information in the accessor pointing to/the cir
bn the media in the MPEG_media extension is referenced by another extensign,the mec
be directly processed by the Presentation Engine.

EG_accessor_timed extension

bneral

specified in ISO/IEC 12113 defines the types and layoutief-the data as stored in a b
ed through a bufferView. When timed media is accessed'in a buffer, the data in the b
to change dynamically with time. Timed accessor extension allows to describe acce
r changing data used in scene. The timed accessor\is an extension to regular accesso

indicate th

the underlying data buffer is dynamic.

Timed acce§sors may have two bufferViews, one inheritéd from the containing accessor and the se
in the MPE(_accessor_timed extension. The former shall be used to reference the timed media data
latter, wher] present, shall point to the timed accessor information header. The absence of a buffer

inside the

PEG_accessor_timed extension shall\indicate that no timed accessor information head

present in the buffer. When both bufferViews\are present, they shall point to the same buffer elen
Accessors that include the "MPEG_accessar(timed" extension shall only point to buffers that includ

"MPEG_buf

The accessq
the timed a

The timed a
timed exten

5.2.2.2 S¢

er_circular" extension.

r.bufferView field, in af accessor that has the MPEG_accessor_timed extension, as wg
Fcessor information header fields apply to the data of each frame within the circular bu

ccessor extensionis identified by MPEG_accessor_timed. When present, the MPEG_acce
sion shall be inelided as extension of an accessor object defined in ISO/IEC 12113.

Pmantics

ble 8
and
rular
lia is

Wffer
hffer
5S to
I's to

cond
The
View
eris
nent.
b the

11 as
ffer.

bSOTI_

The definitirn of all objects within MPEG_accessor_timed extension is provided in Table 7.
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Table 7 — Definition of MPEG_accessor_timed extension

Name

Type

Default

Usage

Description

immutable boolean

True

This flag equal to false indicates the
accessor information componentType,
type, and normalize may change over
time. The changing values of compo-
nentType, type and normalize are
provided through accessor informa-
tion header.

This flag equal to true indicates the

accessor information conjponentType,

type, and normalize dd
over time and are\not p
accessor infornmation hd

not change
resent in the
ader.

bufferView integer

N/A

This property provides
the bufferViews array to
elemefntthat points to thd
sorinformation header
in, Table 8. byteLength
bufferView element indi
of the timed accessor
header. The buffer prop

bufferView element shalll point to the

same buffer as the buffd
containing accessor obj

In the absence of the by

tribute, it shall be assuined that the

buffer has no dynami
that case, the immutah
be present and shall be

the index in
A bufferView
timed acces-
hs described
field of the
rates the size
nformation
erties in the

rView in the
bct.

fferView at-
t header. In

le flag shall
set to True.

suggestedUpdateRate number

25:0

The suggestedUpdateR
the frequency at which t|
tion Engine is recomms
the underlying buffer f

The rate is provided i number of

changes per second.

hte provides
he Presenta-
nded to poll
br new data.

The [timed accessor information header, when present, contains information required

acceps the media datd in"the buffer the accessor is pointing to. The timed accessor informa
may|change during the presentation of the scene. The timed accessor information header is
binafy data as patt of the buffer data and is accessible through the bufferView of the MPE

timeld extension.

Table 8 deseribes the syntax and semantics of the timed accessor information header.

to properly
tion header
provided as
G_accessor_

timed_accessor_information_header() { Descriptor

timestamp_delta f(32)

if (limmutable) {
componentType u(32)
type u(8)
normalized u(1)
reserved_zero_bit u(7)

}

byteOffset u(32)

© ISO/IEC 2023 - All rights reserved
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Table 8 (continued)
count u(32)
max size(componentType)*
components
min size(componentType)*
components
bufferViewByteOffset u(32)
bufferViewByteLength u(32)
bufferViewByteStride u(32)
} u(32)

timestamp) delta - provides a delta in seconds that is added to the timestamp field of the cornespon
buffer framg in the referenced buffer to determine the timestamp of the referenced timed\media. V)
accessor information header is not present, the value of timestamp_delta is inferred.to be equal
The sum of fimestamp_delta and the timestamp field of the corresponding buffer frame’shall be sm
than the tinpestamp field of any other following buffer frame in the buffer.

componen{Type - corresponds to the accessor property componentType as defined in ISO/IEC 12

type - The flield correspond to the accessor properties type as defined inJJSO/IEC 12113 with follo
modificatioh:

— type equal to 0 indicates SCALAR as defined in ISO/IEC 12113¢

— type equal to 1 indicates VEC2 as defined in ISO/IEC 12143}

— type equal to 2 indicates VEC3 as defined in ISO/IEC 12113.
— type equal to 3 indicates VEC4 as defined in ISOAEC 12113.
— type equal to 4 indicates MAT2 as defined inISO/IEC 12113.
— type equal to 5 indicates MAT3 as defined'in ISO/IEC 12113.
— type equal to 6 indicates MAT4 as défined in ISO/IEC 12113.

normalized - corresponds to the aceessor property normalized as defined in ISO/IEC 12113.

reserved_zero_bit - shall be~equal to 0 in the timed accessor header information conforming to
version of this document. @ther values are reserved for future use by ISO/IEC.

byteOffset| corresponds to the accessor property byteOffset as defined in ISO/IEC 12113.

count - corfesponds to the accessor property count as defined in ISO/IEC 12113.

ding
Vhen
to 0.
aller

113.

ving

this

max - corrsponds to the accessor property max as defmed 1n ISO/IEC 12113 The max array
depend on t} ' ' 3 etiT

sizes

min - corresponds to the accessor property min as defined in ISO/IEC 12113. The min array sizes

depend on the number of components as defined by the type defined in ISO/IEC 12113.
bufferViewByteOffset - corresponds to the bufferView property byteOffset defined in ISO/IEC 12

113.

bufferViewByteLength - corresponds to the bufferView property byteLength defined in ISO/IEC 12113.

bufferViewByteStride - corresponds to the bufferView property byteStride fields defined in
ISO/IEC 12113.The size( ) function returns the number of bits for a given componentType as defined by

the Accessor Data Types table in ISO/IEC 12113.
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The fields bufferViewByteOffset, bufferViewByteLength, and bufferViewByteStride update information
of the bufferView referenced by the accessor containing the MPEG_accessor_timed extension and they

prov

ide a description of how to access the corresponding media data in the buffer.

The JSON schema for the MPEG_accessor_timed extension is provided in A.3.

5.2.2.3 Processing model

For timed and dynamic data access, the MPEG_accessor_timed shall be used to describe access to the
timed data. The Presentation Engine shall extract the information about the sample format from the
accessor and, when present, the configuration of the header information from the MPEG_accessor_timed

and

The
is dy
the I

If pr
in th
fram

A bu
acce
head

The

desc
incly
prec

5.2.3

5.2.3

In o
circy
"buf
exte

Whe
shal
size
courl

Whe

bass it to the MAF. The MAF shall provide the information in the requested format inth

fimed accessor information header shall be present when at least some of the aceessor
namic. The presence of a timed accessor information header shall be signalled by the
ufferView attribute in the MPEG_accessor_timed extension.

bsent, the MAF shall insert the timed accessor information header prior.te the corresp
e buffer frame. The offset, length, and stride of the data in the bufferframe may change
e to buffer frame and shall be signalled as part of the timed accessor‘information head

ffer shall not mix data from dynamic and static components,i‘e. components that h
5sor information header and other components that donet have a timed accessor
er.

Presentation Engine shall overwrite the accessof,and buffer view information vig
ribed or referenced by an accessor that has tlie MPEG_accessor_timed extension,
des a bufferView reference. In other words, the dynamic accessor and buffer view infor

MPEG _buffer_circular extension

.1 General

‘der to support timed data.access, the buffer element is extended to provide functi
lar buffer. The extensionwi$ named MPEG_buffer_circular and may be included as
Fers" structures. Buffers.that provide access to timed data shall include the MPEG_buf
hsion.

n MPEG_bufferrcircular extension is present in a buffer element, the buffer element

not be presentand the buffer element property byteLength shall indicate the maxim
of the buffer~that may be needed to accommodate for the number of buffer frames i
t value,

definediin ISO/IEC 12113.

n present, the MPEG_buffer_circular extension shall be included as extension of a b

e buffers.

nformation
presence of

pnding data
from buffer
br,

hve a timed
nformation

bw that are
iwhich itself
mation take

pdence over the static accessor and buffer view information present in the scene description.

onality of a
part of the
fer_circular

roperty uri
lm possible
ndicated by

uffer object

5.2.3.2 Semantics

The definition of all objects within MPEG_buffer_circular extension is provided in Table 9.

Table 9 — Definition of MPEG_buffer_circular extension

Name Default Description

Type Usage

count

integer 2 0 The count field provides the recommen

of sequential buffer frames to be offered
buffer to the presentation engine.

This information may be used by the MAF to setup
the circular buffer towards the Presentation Engine.

ded number
by a circular

© ISO/IEC 2023 - All rights reserved
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Table 9 (continued)

Name

Type

Default

Usage

Description

media

integer

N/A

M

Index of the media entry in the MPEG_media exten-
sion, which is used as the source for the input data to

the buffer.

tracks

array

N/A

Index of a track of a media entry, indicated by media
and listed by MPEG_media extension, used as the

source for the input data to this buffer.

When tracks element is not present, the media pipeline

should perform the necessary processing of all tr

cks

of the MPEG_media entry, referenced by them
property, to generate the requested data-form
the buffer.

When tracks array contains multiple tracks, the nj
pipeline should perform the necessary processi
all referenced tracks to generatethe requested
format of the buffer.

If the track attribute is present and there are mul

"alternatives" (i.e. indicating equivalent content) in

the referenced media,then the selected track sha
present in all alternatives.

NOTE: When more than one track is listed by tr
element, the ¢orresponding buffer is in active statg
the MAEisinformed that the corresponding track
needed as source for the input buffer, then the
canoptimize the delivery of multiple tracks.

edia
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data
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Figure 4 dej

rocessing model

bictsthe buffer structure:

hema for the MPEG_buffer_circular is proyided in A.4.

he buffer may differ in length based on the amount of data for each frame. A read a
b1 are maintained for each cireular buffer. By default, read and write access to the b
ed from the frame that is xeferenced by the read or write pointer respectively. Access
rame index or timestamp ghould be supported.

are read at the read\pointer for rendering. New incoming frames from one or more 1
e inserted at the Wwrite pointer. When present (i.e. when bufferView is included in the M
hed extension ofan accessor referencing this buffer) the timed accessor information he
n the buffefsframe as required, i.e. as indicated by the corresponding timed accessor. }
frame willbe overwritten and the frame buffer should be resized accordingly.

nd a
uffer
to a

edia
PEG_
ader
Prior
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frame 0 frame 1
frame 7 frame 2
frame 6 frame 3
& frame5 | frame 4
x§
Q&Q

X<
&
Figure 4 — An example of circular buffer operatiomwith count value equal t¢ 8

The |buffer management ensures that Timestamp(writ€_pointer) > Timestamp(read_poipter) where
Timg¢stamp(pointer) is a function that returns the timestamp assigned to the buffer fram¢ associated
with| that pointer. When overwriting existing data in a buffer frame with new dataf the buffer
manpgement ensures that the read_pointer is moved to a buffer frame with the earliest timestamp in
the huffer. This may result in data drop but.it €nsures that no concurrent read and write access to the
samg¢ buffer frame is performed.

5.2.4 MPEG_scene_dynamic extensions

5.2.4.1 General

MPEG_scene_dynamic extension allows to indicate that the scene description docume¢nt may be
updgted. MPEG_scene_dynamic extension points to MPEG_media extension element that c¢ntains URL
infoymation to access(s¢ene document updates. For example, scene document updates may pe provided
as sgmples of a track.or items as defined in Clause 7.

Scenle updatesishall be expressed as a scene description document or as a patch documeft using the
JSON Patch\protocol as defined in IETF RFC 6902. ISOBMFF-based carriage format for|both scene
descfription~documents and patch documents using JSON patch protocol is specified in subclause 7.2.
The [glPE extensions MPEG_media and MPEG_scene_dynamic shall be used in order to|expose the

d B 3 do4 A rilbhad i Lol C 21 AL 2 4
yn ITIIC SCTTIT UPUGLUD, do ULOSUTIUTU IIT SUDULIdUOSU J.4. 1 dilu J. 4. 1.

After successfully performing an update operation, the resulting scene graph shall be consistent, i.e.
syntactically valid and all references shall be correct. ISO/IEC 12113 uses the order of elements for
referencing, therefore particular care should be used with update operations that change the order of
elements in the graph, such as move and remove operations. The client shall update all references after
every successful scene document update operation.

When a patch document contains update to nodes that does not match any node of the active scene
document, the update command of this node shall be discarded.

When present, the MPEG_scene_dynamic extension shall be included as extension of a scene object
defined in ISO/IEC 12113.
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5.2.4.2 Semantics

The extension MPEG_scene_dynamic links to one of the entries listed in MPEG_media. The definition of
all objects within MPEG_scene_dynamic extension is provided in Table 10.

Table 10 — Definition of top-level objects of MPEG_scene_dynamic extension

Name

Type Default Usage Description

media

integer N/A

will contain the scene update data.

Provides the index of the media described
in the MPEG_media extension and which

track

integer N/A Provides the index of a track of a

Iftrackis not provided; it shall be ass
that all tracks provided by the refere
media object are used to provide the up
samples.

object, referenced by media attributg and
listed by MPEG_media extension,The tfrack
samples contain scene description updates
and provide timing to perform these updates.

edia

med
hced
date

The JSON sg

5.2.4.3 Pi

The Presen
the scene gi
scene activy{
ISOBMFF tnq

hema for the MPEG_scene_dynamic extension is provided i A.5.

rocessing model

Lation Engine parses the scene description document and maintains a representatic
aph in memory. The Presentation Engine receivés scene description updates together
ition times. For example, the scene description updates can be provided as samples

ack, as specified in Clause 7. In that casethe scene activation time of a scene descri

update is irfdicated by the presentation time of the{Corresponding sample. When the sample bec

active, the P
The scene (
can add ney
the metada
insertion of
Engine shot
and present

Each updat
description
considered

When a pa
document, t

resentation Engine shall load the sample data and trigger the scene update to be perfor
lescription updates themselves mddify the scene graph representation in memory a
v media to the scene. The timing for the newly added or updated media is determine
a in the updated scene description document. If the scene description update contair
new gITF nodes and/or potential modifications to existing glTF nodes, the Present:
1d fetch any new conternt ;e.g. using the MAF, associated with the scene description up
the new content accordingly.

b operation shall either consist of a JSON Patch document for partial updates or a s
document for a.domplete update. All update operations of a JSON Patch document sha
hs a single timed transaction.

fch document contains update to nodes that does not match any node of active s
he update command of this node shall be discarded. When all update commands have

processed olr discarded, the update operation shall be considered completed.

n of
with
bf an
tion
mes
med.
nd it
d by
S an
ition
date

cene
1l be

cene
been

The fetching of updates and the activation of certain nodes may be triggered by different factors
including the following:

Wallclock time
Presentation time

Interaction event

For live presentations, it is expected that presentation of the newly added gITF objects (e.g., new live
media and potentially other dynamic objects) included in the scene during the scene updates will be
synchronized with the scene presentation timeline via timing information (e.g., timestamps, etc.)
included in the corresponding media formats and containers.
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5.3 Visual Extensions
5.3.1 MPEG_texture_video extensions

5.3.1.1 General

MPEG texture video extension, identified by MPEG_texture_video, provides the possibility to link a
texture object defined in ISO/IEC 12113 to a video source. The MPEG_texture_video extension provides
areference to the timed accessor, i.e. accessor with MPEG_accessor_timed extension, where the decoded
timed texture will be made available.

Whe'ln present, the MPEG_texture_video extension shall be included as extension of a téxtures object
defimed in ISO/IEC 12113.

When the MPEG_texture_video extension is not supported, the standard texture \gITF element can be
used as fallback.

NOTE When MPEG_texture_video extension is supported, the decoded video frames are usei‘las textures
startiing from the time indicated in the corresponding MPEG_media.media.startTime. If MPEG_inedia.media.

startlTime is greater than 0, the static image frame indicated be texture.soufce element can be used until MPEG_
media.media.startTime.

5.3.1.2 Semantics

The fefinition of all objects within MPEG_texture_videoextension is provided in Table 11.

Table 11 — Definition of top-level objects of MPEG_texture_video extension

Name Type Default Usage Description

accegsor integer N/A M Provides a reference to the accessor, by specifying
the accessor's index in accessors array, that describes
the buffer where the decoded timed texture will be
made available.

The accessor shall have the MPEG_acdessor_timed
extension.

The type, componentType, and count offthe accessor
depend on the width, height, and formt.

width integer N/A M Provides the maximum width of the tekture.
height integer N/A
fornjat string RGB 0 Indicates the format of the pixel data fpr this video
texture. The allowed values are: RED, GREEN, BLUE,
RG, RGB, RGBA, BGR, BGRA, DEPTH_CPMPONENT.

The semantics of these values are definefl in Table 8.3
of OpenGL® 2 specification.[2]

=

Provides the maximum height of the tgxture.

Note that the number of components shall match
the type indicated by the referenced accessor. Nor-
malization of the pixel data shall be indicated by the
normalized attribute of the accessor.

a OpenGL® is the trademark of a product supplied by Khronos. This information is given for the conveni-
ence of users of this document and does not constitute an endorsement by I1SO of the product named. Equivalent
products may be used if they can be shown to lead to the same results.

The JSON schema for the MPEG_texture_video extension is provided in A.6.

5.3.1.3 Processing model

When meshes, or any other element in scene description document, reference a texture element that
contains MPEG_texture_video it gets the texture data provided in the buffer as described by the
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accessor indicated in the MPEG_texture_video extension. A new frame from the buffer should be read
for each rendering cycle. If no new frame is available, the previous frame should be presented. The
texture data stored into the buffer shall have the format indicated by the format attribute indicated by
the MPEG_texture_video extension. When the picture size output by the media decoder are different
from the size indicated by the width and height indicated by the MPEG_texture_video extension, two
approaches are possible, when storing the decoded texture samples into the circular buffer. The first
approach consists of storing the decoded texture samples into the buffer frames at the width and height
indicated by the MPEG_texture_video extension. This requires that the size of the texture provided by
the media decoder is reformatted, for example by MAF. The second approach consists of storing the
decoded texture samples into the buffer frames at the width and height output by the decoder. In this
case, the actual width and height of the picture shall be provided to the renderer, e.g. through the b

uffer

frame head

NOTE S
cannot prop
to generate
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cope with dy
operate in o1

5.3.2 MP
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MPEG mesh
to another 1
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and the sha
animate the
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When pres
defined in I

When the N
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NOTE A

performing g
in the scene.

5.3.2.2 S¢

b1 as specified in Table 24 if MAF is used.

me implementations require the texture data stored within the buffer to have a stati¢-size ag
brly handle dynamically changing texture data formats. This requires the MAF or media dec
he texture data at a static format and make it available at the buffers. On the other hand,
jons can benefit of performing the size conversion by themselves in a more efficient manner an
namically changing picture sizes in the underlying buffer. Derived specifications can manda3
e of the two specified modes.

EG_mesh_linking extensions
bneral

hesh in a gITF asset.

mesh corresponds to regular mesh data as defined by ISO/IEC 12113 without the M

they
ders
bther
H can
te to

linking extension, identified by MPEG_mesh_linking, provides the possibility to link a esh

PEG

dow

g extension. The dependent mesh can be transformed/animated by relying on the sh3

low mesh and provides with the data and information which is used to achieve the abil
dependent mesh. Hence, the shadowmesh is present in the gITF assets to assist in achig
b apply transformation onto the dependent mesh.

ent, the MPEG_mesh_linking_extension shall be included as extension of a mesh o
bO/IEC 12113.

[PEG_mesh_linking extension is not supported, the dependent mesh can be rendered
bly updated mesh.sequence of frames.

reasonable backup when the extension is not understood is to render the dependent mesh wi
ny animatiefivin such a case, the shadow mesh is not rendered and therefore is not added as a

Pmantics

;I[tly to

esh

ving

bject

as a

hout
node

The definition of alt objects within MPEG_mesh_linking extension is provided in Iable 12.

Table 12 — Definition of top-level objects of MPEG_mesh_linking extension

Name

Type Default Usage Description

correspondence

integer N/A M Provides areference to the accessor, by spe

ing the accessor's index in accessors array,

associated shadow mesh will be made avail

type shall be SCALAR.

describe the buffer where the correspondence
values between the dependent mesh and its

The componentType of the referenced accessor
shall be as indicated in subclause 7.4 and the

cify-
that

able.
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Table 12 (continued)

Default
N/A

Name Description

Type

integer

Usage
M

Provides a reference to the shadow mesh, by
specifying the mesh index in meshes array,
associated to the dependent mesh for which the
correspondence values are established.

mesh

N/A Provides areference to the accessor, by specify-
ing the accessor's index in accessors array, that
describe the buffer where the transformation
of the nodes associated to the dependent mesh

wittbe made avaitabie:

pose integer

ced accessor
be MAT4.

sor, by spec-
bSSors array,
“weights” to
Fthe shadow
mesh will be

The componentType of the referén
shall be FLOAT and the type'shall

Provides a reference to the acces
ifying the accessor/s.index in accg
that describe the buffer where the
be applied to theunorph targets o
mesh associdted’to the dependent
made available.

weights integer N/A

ced accessor
be SCALAR.

The componentType of the referen
shall be FLOAT and the type shall

The |SON schema for the MPEG_mesh_linking extension is provided in A.7.

5.3.2.3 Processing model

The processing model could be as follows:

The
mes

rorresponding shadow mesh for a dependent mesh is identified as provided by “mesh” in the MPEG_

_linking extension of the dependent mesh.

ers that the

“pose” and
the shadow
ndent mesh
ent mesh to

At ryntime the Presentation Engine reads the corresponding frames from the circular buff
accepsors with MPEG_accessor_timéd extension point to as indicated by “correspondence”
“weipghts”. The Presentation Engine glues each vertex of the dependent mesh to a face of
mesh indicated by the correspondence value for the particular position and pose of the depe
at thiat time instant. The render engine records the distance of each vertex of the depend

the
vert
wit
atr

The
prim

l;liln the face to which the distance is computed. With this parametrization between the {

lane of its corresponding shadow mesh face and records the position of the point ont
bx of the dependent mesh is projected within the associated face of the shadow mesh, i

sformation.of the shadow mesh can directly be transferred to the dependent mesh.

shadow{mesh indicated as defined in ISO/IEC 12113 can transformed by means of
itivesfor skinning and pose-dependent morph targets.

o which the
.e. the point
wo meshes,

using mesh

The

first step consists of linking the shadow mesh and the dependent mesh at the current

pose of the

dependent mesh. For this purpose, the shadow mesh is transformed to the same position and pose as
the dependent mesh as provided by the data in the frames in the circular buffer corresponding to “pose”
and “weights” in the MPEG_mesh_linking extension. This transformation is performed as any other
transformation by means of using mesh primitives for skinning and pose-dependent morph targets.
Then, the correspondence values for each of the vertices in the dependent mesh, as provided by the
frames in the circular buffer corresponding to correspondences, indicating a mapping to a face of the
shadow mesh is used to determine the relative location of each vertex in the dependent mesh to the
associated face of the shadow mesh as explained above and in more detail in Annex E.

With the relative locations representing the linked meshes, as a second step the shadow mesh at its
original position and pose is transformed as indicated by animations. With the shadow mesh at the
target position and pose, the dependent mesh is transformed by following the relative locations of each
vertex with respect the associated faces of the shadow mesh, explained in more detail in Annex E.
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5.4 Audio extensions
5.4.1 MPEG_audio_spatial extensions

5.4.1.1 General
The MPEG audio extension adds support for spatial audio.

When present, the MPEG_audio_spatial extension shall be included as extension of a camera object, or a
scene object defined in ISO/IEC 12113.

The MPEG_gudio_spatial extension supports three different node types:

— source:[an audio source that provides input audio data into the scene. Mono objects and HOA soyrces
(as defiped in ISO/IEC 23008-3:2022, Annex F.1) are supported in this version of the dectiment.

— Type: 'Object’ or '"HOA'
— HOA audio sources shall ignore the parent node's position and be rendexed only in 3DoF.

— reverb:|A reverb effect can be attached to the output of an audio source.-Several reverb unitg can
existard sound sources can feed into one or more of these reverb unitssAn audio renderer that|does
not support reverb shall ignore it if the bypass attribute is set to true. If the bypass attribute is set
to false| the audio renderer shall return an error message

— listenerf: An audio listener represents the output of audio intthe scene. A listener should be attached
to a campera node in the scene. By being a child node of the tamera, additional transformation$ can
be applled to the audio listener relative to the transfornfation applied to the parent camera.

Figure 5 depicts the processing chain for audio in a scene.

source 0 source 1

\

= 7

reverb listener

i 2

Figure'5 — An example of the processing chain for audio in a scene

The specifidation of any audio effect processing is outside the scope of this document.

The characteristics of a listener depend on the actual output devices available to the audio renderer.

5.4.1.2 Semantics

The definition of all objects within MPEG_audio_spatial extension is provided in Tables 13 to 17.
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Table 13 — Definition of top-level objects of MPEG_audio_spatial extension

Name Type Default Usage Description

sources array N/A 0 an array of source objects that are attached to the cur-
rent node.

listener object N/A 0 a listener object that places an audio listener node in
the scene that should be attached to a parent camera
node. The audio listener characteristics depend on the
available audio output devices.

reverbs array N/A 0 an array of reverb objects.

Table 14 — Definition of source object of MPEG_audio_spatial.source extensilon

Name

Type

Default

Usage

Description

id

integer

unique identifier’of the au
the scene.

io source in

typ€g

string

Indicates the type of the a

type value equal to “Obje
moenbd object

type value equal to “HO]
HOA object

ldio source.

rt” indicates

\” indicates

preg

ain

number

0.0

provides a level-adjustme
the signal associated with

nt in dB for
the source.

play]

backSpeed

number

1.0

defines the playback speed
signal. A value of 1.0 cor

playback at normal speed. The value

shall be between 0.5 and 7

of the audio
responds to

0.

atte

huation

enumeration

“linearDistance” |0

indicates the function used
the attenuation of the audio|
on the distance to the sou

attenuation value equal to
tion" indicates no attenuat
should be used.

attenuation value equal
Distance" indicates inver
function should be used.

attenuation value equal t
tance" indicates linear dist4
should be used.

attenuation value equal to "¢
istance" indicates exponen
function should be used.

to calculate
signal based
"ce.

“noAttenua-
ion function

to "inverse-
se distance

"linearDis-
nce function

xponentialD-
tial distance

attenuation vatue equat
indicates custom functio

used. The definition of custom function
is outside of the scope of this document.

The attenuation functions and their pa-
rameters shall be as specified in Annex D.

o "custom”
n should be

attenuationParameters

array

N/A

array of parameters that
the attenuation function.

tics of these parameters depend on the
attenuation function itself.

are input to
The seman-
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Table 14 (continued)
Name Type Default Usage Description
referenceDistance number 1.0 0 provides the distance in meters for which
the distance gain is implicitly included
in the source signal after application
of pregain.
When type equals ‘HOA’ the element
shall not be present.
accessors array N/A M provides an array of accessor referenc-
es, by specifying the accessors indices
in accessors array, that describg the
buffers where the decoded audio|will
be made available.
reverbFeed array N/A 0 provides one or more pginters to refverb
units, optionally extended by a flogting
point scaling facton:
Areverb unit réppesents a reverberdtion
audio procgssorthatis configured by the
metadata, from a single reverb olbject.
Typicallyya reverb object represents
reverberation properties of a single rpom.
reverbFeed(ain array N/A (0] provides an array of gain [dB] vdlues
to be applied to the source’s signjal(s)
when feeding it to the corresponding
reverbFeed.
The array shall have the same number of
elements as the reverbFeed array field.
Table 15 — Definition of listener objects of MPEG_audio_spatial.listener extension
Name Type Default Usage Description
id integer N/A M unique identifier of the audio listener in the s¢ene.
Table 16 — Definition of reverb object of MPEG_audio_spatial.reverb extension
Name Type Default Usage Description
id integer N/A M unique identifier of the audio reverb unit in the s¢ene.
bypass boolean True 0 indicates if the reverb unit can be bypassed if the qudio
renderer does not support it.
properties array M Array of items that contains reverbProperties objects
describing reverb unit specific parameters
predelay number 0.0 0 Delay [seconds] from onset of source to onset of late
3 xl ficoam Lo 1N DD 1o s 1dad
TCUVOCIUCUTAUIUITIUL VWITIICIT DJIVTOS Pl UJUVIUCU.
Table 17 — Definition of reverbProperty object of MPEG_audio_spatial extension
Name Type Default Usage Description
frequency number N/A M Frequency for the provided RT60 and DSR values.
RT60 number N/A M RT60 values (in seconds) for the frequency provided
in the ‘frequency’ field.
DSR number N/A M Diffuse-to-Source Ratio value [dB] for the frequency
provided in the ‘frequency’ field. See explanatory text
in subclause 5.4.1.3.

The JSON schema for the MPEG_audio_spatial extension is provided in A.8.
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5.4.1.3 Processing model

The 60 dB reverberation time, short RT60, is defined as the time it takes for the sound pressure level in
a room to reduce by 60 dB, measured after a generated steady-state test signal is abruptly ended. It is
defined for a specific frequency as an attribute RT60 and specified in seconds.

The pre-delay time indicates the delay between the emission at the source and the onset of the diffuse
late reverberation part of a signal (i.e. the sound after the early reflections) and is specified in seconds.
It is frequency-independent.

The Diffuse- to- Source-Ratio (DSR) specifies the level of the diffuse reverberation relative to the level of

the teta

2l o ad-connd icecan Armina

ah meascirarant

RTEO I
g rrov-heasufremente1tt

defined for

Thi ba dat dxazhila alein g
rerrttea-seuna—I s canpeaeterpHpeawihe .uu;uus

a specific <frequency> as an attribute DSR and can be computed when dividing the total‘di
energy by the total emitted energy.

For pxample, a value of 0 indicates direct sound only, while large values willVdescribg
completely reverberant (wet) acoustic environment. Note that the DSR values do not in
amplitude of the direct sound in the process of rendering. While DSR is a general description of a room’s
acoulstic properties, rendering reverberation using DSR requires takifig-into account t
dire¢tivity pattern to find the total emitted energy from the PCM signal’s reference level.

are
dire

independent of directivity and may be determined with a source-of any directivity,

‘tional source. The total diffuse reverb energy denotes the reverberation energy at any

region for which the acoustic environment is defined and is therefore directly linked to the ]

refer
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Metadata extensions
MPEG_viewport_recommended extensions

1 General

ging recommended viewport information which includes translation and rotation as
hsic camera parameter of the camera object. The client may render the viewport acco
mically changing information.

n present, the MPEG_viewport_recommended extension shall be included as extensio
*t defined in ISO/IEC\12113.

Another approach to achieve recommended viewport is to define an animation for
hed camera.The‘approach, however, does not support dynamically changing intrinsic camera
fined durifngthe creation of glTF object.

v

2 (Semantics

‘nanunnri- racommandad aviancinn ic
TCVV PO

ffuse reverb

» an almost
fluence the

he source’s
DSR values

e|g. an omni-

point in the
PCM signal’s

mmended viewport extension, identified by MPEG_viewport_recommended, provides dlynamically

well as the
rding to the

n of a scene

a node with
and can only

Table 18.
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Table 18 — Definition of MPEG_viewport_recommended extension

Name Type Default Usage Description

name

string N/A 0

Label of the recommended viewport

translation

integer N/A (0] Provides areference to access

timed data for the translation of camera
object will be made available.
nentType of the referenced accessor shall be
FLOAT and the type shall be VEC3, (x,y, z).

or where the

The compo-
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Table 18 (continued)
Name Type Default Usage Description
rotation integer N/A 0 Provides a reference to accessor where
the timed data for the rotation of camera
object will be made available. The compo-
nentType of the referenced accessor shall
be FLOAT and the type shall be VEC4, as a
unit quaternion, (X, y, z, w).
type string “perspective” |0 provides the type of camera.
parameters integer N/A 0 Provides a reference to a timed accessor

where the timed data for the perspe
or orthographic camera paraméters
be made available. The component’
of the referenced accessor shall be FL
and the type shall be VEC4,

When the type of thecamera object w
includes this extension is perspec
FLOAT_VEC4 mieans (aspectRatio,
zfar, znear).

When orthegraphic type, FLOAT_V
means((xmag, ymag, zfar, znear).

The requirements on the camera param
from ISO/IEC 12113 shall apply.

rtive
will

[ype
OAT

hich
tive,
yfov,

EC4

pters

The JSON sdhema for the MPEG_viewport_recommended exténsion is provided in A.9.

5.5.1.3 Processing model

When a scepe contains MPEG_viewport_recommended extension, renderer should manipulate camera
object parameters and position based on datatprovided in the buffers described by the acces
indicated infthe MPEG_viewport_recommended-éxtension.

NOTE This document does not specify how the data is transmitted or made available at the resp¢
circular buf{:s. A possible approach is, that the MPEG_media extension includes a media corresponding

metadata tr
referenced ti

5.5.2 MPEG_animation_timing extensions

5.5.2.1 General

ck carrying the necessary information, which would be made available at the right format i
ed accessors.

Animation fiming:extension, identified by MPEG_animation_timing, enables alignment between
timelines annd ahimation timelines defined by ISO/IEC 12113. Using the extension narrated storiej
be created.[The animation timing metadata allows simultaneous pausing and other manipulatign of

SOrs

ctive
to a
h the

edia
can

animations defined in ISO/IEC 12113 and timed media. By manipulating the global timeline for narrated
content, the animation defined in ISO/IEC 12113 and timed media can be manipulated as well.

When present, the MPEG_animation_timing extension shall be included as extension of a scene object
defined in ISO/IEC 12113.

5.5.2.2 Semantics

The definition of all objects within MPEG_animation_timing extension is provided in Table 19.
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Table 19 — Definition of MPEG_animation_timing extension

Name Type Default Usage Description

accessor

integer N/A

data will be made available. The sa

Provides a reference to the accessor, by specify-
ing the accessor's index in accessors array, that
describes the buffer where the animation timing

shall be as defined in subclause 7.6

The componentType of the referenced accessor
shall be BYTE and the type shall be SCALAR.

mple format
3.

The

5.5.7

Whe
Pres
refel

6

6.1

Scen|
Pres
whid

The
It th
buffg

The

itre
Pres|
MAR

The
requ

The
in s
proc

SON schema for the MPEG_animation_timing extension 1s provided in A.10.

.3 Processing model

n the MPEG_animation_timing extension is present in the scene description doc
entation Engine should adjust the gITF animation state based on the data’provided i
enced by the accessor attribute of the MPEG_animation_timing extension.

Media access function and buffer API

General

e description document may be an entry point for agimimersive media application. In s
entation Engine receives the scene description do€ument or a URL to a scene descriptios
h is downloaded.

Presentation Engine parses the JSON-formatted scene description to build a scene graph
bn iterates through all objects in the nodetand determines the associated media sourc
er formats and timing information.

Presentation Engine then initializes the Media Access Function. For each attribute of
Juests the creation of a media.pipeline for the processing of the corresponding media
entation Engine may chooseleither to pass a buffer handler for an existing circular b
or it may rely on the MAE:to'allocate the circular buffer.

Presentation Engine.then invokes the startFetching operation for the media pipeline :
ested presentation time of the corresponding object.

reference Media“Access Function API and the Buffer API to create the media pipelines
bclauses 6:27and 6.3, respectively. Figure 6 shows a high-level overview of a typical
edure.

ument, the
h the buffer

ich case the
n document,

in memory.
es and their

each object,
source. The
uffer to the

thead of the

is provided
processing
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Presentation engine

started

Parse
MPEG-I
SD

For each
pipeline
start
fetching

Buffers and pipelines
initialized

Pipeline state ACTIVE

MPEG-I SD parsed

<

6.2 Medi

The MAF API is an API defined by this decument. A Media Access Function as defined in this docul

shall support the MAF API to interfacewith the Presentation Engine.

The follow

Initialize
MAF

L w|

Create
media
pipelines

MAF initialized

a access function API

[terate through-objects

— For each'c¢dmponent, iterate

through attributes

< For each attribute fetch
frame from corresponding

buffer(s)

— Bind attribute data and render

object

igure 6 — High-level overview of a scene description processing procedure

ing methods are offered through API defined in Table 20.

Table 20 — Description of MAF API

nent

Method

State after Success

Description

initialize()

READY

The Presentation Engine initializes a new m
pipeline. It provides information related to th
quested media or metadata. The MAF will setuj
media pipeline and allocate the buffers, if they

edia
P re-
b the

nave

not been allocated by the Presentation Engine.

startFetching()

ACTIVE

Once initialized and in READY state, the Presenta-
tion Engine may request the media pipeline to start
fetching the requested data.

updateView()

ACTIVE

update the current view information. This function
is called by the Presentation Engine to update the
current view information, if the pose or object position
have changed significantly enough to impact media
access. Itis not expected that every pose change will
result in a call to this function.
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Table 20 (continued)

Method State after Success

Description

stop

Fetching() READY

The Presentation Engine may request to stop data
fetching through this media pipeline. If subsequently,
startFetching is called again, the stream fetching
will resume from the current point, unless a start
time is provided.

destroy()

IDLE

Finally, the Presentation Engine may request to
destroy this media pipeline and free any associated
resources.

The

P
o}
s
[0)

I Vo o

inte

Q)

L0 O

}i

inte

rface Pipeline {

kadonly attribute Buffer buffers[];
adonly attribute PipelineState state;
ttribute EventHandler onstatechange;
bid initialize (MediaInfo medialInfo,

bid startFetching (TimeInfo timelInfo,
bid updateView (ViewInfo viewInfo);

bid stopFetching() ;

oid destroy () ;

rface MediaInfo {
ttribute String name;
ttribute Alternativelocation alternatives/

rface AlternativelLocation {
ttribute String mimeType;
ttribute Track tracks[];
ttribute uri;

rface Track {

ttribute String track;
ttribute integer id;
ttribute integer bufferId;

rface TimeInfe-Y

ttribute double’ startTime;
ttribute deuble timeOffset;
ttribute dboclean autoplay;
ttributle Jboolean loop;

rfdge BufferInfo {

bipeline interface defined using the IDL syntax specified in ISO/IEC 19516 is as follews

BufferInfo bufferInfol]);
ViewInfo viewInfo);

Hata types defined using the IDL syntax specified in ISO/IEC 19516 are as follows:

a
a
a
a
a
a
a
}i

inte
a
a
a

}i

inte
a

illtc\jCL }uufchId,
BufferHandle handle;
unsigned long componentType;
SampleType type;

integer offset;

integer stride;
AttributeType attributeType;

L.tL ibutc
ttribute
ttribute
ttribute
ttribute
ttribute
ttribute

rface ViewInfo {

ttribute Pose pose;

ttribute Camera camera;

ttribute Transform objectTransform;

rface Pose {
ttribute Position position
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attribute Quaternion orientation;

}i

interface Camera {
readonly
readonly
readonly
readonly
readonly

}i

enum CameraProjectionType {"PERSPECTIVE",

attribute
attribute
attribute
attribute
attribute

CameraProjectionType type;
PerspectiveCameraViewingVolume;
OrthographicCameraViewingVolume;
double zNear;

double zFar;

"ORTHOGRAPHIC"};

interface
double
double

}i

interface
double

double
}i

typedef Tr
typedef Sa

enum Attri
TEXCOORD",

Semantics
component]

Table 21 pr¢vides semantics for the defined interfaces and their parameters:

CJ.DLJCK,‘L,J’. CCCU.L[CJ_G.YYJ'.‘C‘WJI_IIK_JY Ululll‘:‘ {
hspectRatio;
yEov;

DrthographicCameraViewingVolume {

kmag ;

mag;

hnsform float[4][4];

hpleType {"SCALAR", "VEC2", "VEC3", "VEC4", "MAT2", "MAT3", "MAT4"};
buteType { "ATTRIBiNORMAL ", "ATTRIBiPOSITION" ’ "ATTRIB»COLOR" , "ATTRIBi

'ATTRIB INDEX","ATTRIB TANGENT",

"ATTRIB WEIGHTS;, "ATTRIB JOINTS"}

of componentType and type corresponds toc¢the semantics of accessor propefrties
[ype and type, respectively, defined in ISO/IEC 12113.

Table 21 — API Structure and Parameter Semantics

Paramet
Name

Description

Pipeline

Provides a representatiohief a media pipeline that stores its current pipeline state Pipeline$tate
and keeps track of thespuitput buffers of that pipeline.

The PipelineState may be IDLE, READY, ACTIVE, or ERROR. A pipeline in IDLE state means if has
not been initialized yet. The READY state indicates that the pipeline has been initialized aphd is
ready to start fetching media. When in ACTIVE state, the pipeline is actively fetching media| The
ERROR stateindicates that the pipeline has encountered an error that stopped the media acfess.

The EventHandler holds a pointer to a callback function, which will be called upon a change in
thePipelineState.

Medialnfo

The Medialnfo carries information about the location of the media that the pipeline is tp ac-
cess. The Medialnfo carries the same information as provided by the MPEG_media extenfion.
A Medialnfo may be assigned a name. It has to provide at least one location in the alternatives

array. Each alternative contains a MIME type, a set of tracks, and the URI that can be used to
access the media in that alternative.

The tracks indicate which streams/tracks/representations from the referenced media alternative
are to be accessed by this pipeline. If none is specified, it shall be assumed that all components
of the referenced media alternative are to be accessed.

Timelnfo

The Timelnfo indicates the time point at which the media is to be accessed and when to start
the media access. The semantics of each field is identical to that provided in the MPEG_media
extension.
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Table 21 (continued)

Parameter Description
Name

BufferInfo The Bufferinfo provides information about the expected format of the output buffer of the
media pipeline.

The buffer may be allocated by the MAF or by the Presentation Engine. The handler is used to
read or pass a reference to an allocated buffer. If allocated by the MAF, then only read access
shall be allowed. If the pipeline is initialized without a valid buffer handler, then the MAF shall
allocate the buffer.

the buffer formatinformationin r‘nmpnhpnnylr_\n' type, offset and stride shall cqg rrespond to
componentType, type, offset, stride in the corresponding accessor and bufferViey.

The attributeType shall correspond to the corresponding primitive attribute.

The BufferHandle holds a handle for a buffer, which can be used to access the buffer.

ViewlInfo The ViewInfo represents the current positions of the object for whichithe media is gdccessed and
the viewer’s pose. This information is useful to adjust the media.access to the vigfibility of the
object. For example, a far object may be accessed at a lower Level-of Detail (LoD).

The ViewInfo.pose contains the pose information of the/viewer, provided as a position and
oritentation.
ViewlInfo.camera provides also the intrinsic properties‘of the camera used by the Presentation
Engine. The information about the intrinsic propgrties includes the type of camerp projection.
(e.g., perspective, orthographic, etc.) and relatéd parameters. A camera may havefintrinsic pa-
rameters such as distance to near and far clipping planes, aspect ratio, y-FoV (for|perspective
projection camera), and width and height-of the viewing volume (for orthographic projection
camera).
The ViewInfo.objectTransform contains the position and orientation of the object a§ a transform
(a 4x4 matrix as defined by ISO/IEC"12113). All information shall use the scene’s coordinate
system.
The [MAF may use the ViewInfo to optimize the streaming of the requested media, e.g. By adjusting
the level of detail (number of polygons/points, texture resolution etc.) based on the disthnce to and
oriemptation of the viewer. The BufferInfo contains information about each Buffer and d¢scribes the
fornlat of the samples and frames.that are stored in that buffer. One or more tracks from the Medialnfo
may|feed into the same buffer~The link between the track that provides the actual media and the buffer
thatwill store the output of the media pipeline is established through the bufferld attributs.

6.3 | Buffer API

The Buffer API is.used by the Presentation Engine and the MAF to allocate and control buffers for the
exchpnge of data-between the Presentation Engine and the MAF through media pipelines.

The Buffer'API offers the methods indicated in Table 22.

T-ol1l 27 D 2zads £l . Ff A DL
1dUIC 44 TSl llJl.lUll Ul UUI1ITI Aril
Method Description

allocate() Allocates a buffer for the data exchange between the MAF and the Presentation Engine.

writeFrame() writes a frame to the buffer. The write pointer moves to the next frame.

readFrame() reads a frame from the buffer. If no timestamp is provided, the buffer pointer moves to the

next frame. Otherwise, the read pointer remains unchanged. If the buffer is empty, an error

is returned.

Prior frames may still be accessed using their timestamp as long as they are not overwritten.
free() Destroys the buffers and frees any resources associated with it.
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When allocating a buffer, sufficient information is provided about the buffer configuration. This includes
the maximum size of the buffer, the static information in the buffer header, the number of frames in the

buffer for circular buffers, and the update rate of the buffer.

The Buffer API interface defined using the IDL syntax specified in ISO/IEC 19516 is as follows:

interface CircularBuffer {
readonly attribute Frame frames|[];
readonly attribute count;
readonly attribute integer read idx;
readonly attributre integer write idx;
attribute integer headerLength;

attribu: Exzoant o] R nf oot + ,-
attribufe EventHandler onframeread;
void allocate (int count) ;
vold wrjteFrame (Frame frame);
Frame r¢adFrame (optional double timestamp) ;
void free () ;
}i
interface Frame {
attribufe integer index;
attribufe double timestamp;
attribufe integer length;
attribufe octet[length] data;
i
Table 23 provides semantics for the defined interfaces and their parameters:
Table 23 — API structure and parameter semantics
Parametpr Description
Name

count The number of frames contained in this circular buffer.

Each frame of the buffer will hold;data at a particular time instance and will be identifigd by
anindexin the range of [0, count*1]. The index, timestamp and length of the frame are signaled
as the frame metadata.

read_idx The index of the frame that can be read. If the read_idx is equal to the write_idx, then it $hall
be assumed that thereis-currently no frame available to be read.

write_idx The index of the frame at which a write operation can be performed.

headerLength |This provides the'length in bytes of the buffer frame header that is available at the stafrt of
every frame ‘in)the buffer as specified in Table 24. A headerLength of 0 indicates that thefre is
no buffer header.

When'the buffer API is used, the buffer frame header shall not be present as part of the bfiffer
frame'data. For implementations that do not use the Buffer API, the buffer frame header infor-
mation may be provided as part of the buffer frame data.

Frame provides information about a frame in the buffer. The index is the position of the frame iﬁ the
buffer. The timestamp corresponds to its presentation timestamp. The length corresponds to
the length of the buffer.

The semantics of the Buffer Frame fields are provided in Table 24.
Note that the timestamp format is inherited from the accessed media and as such can be an
NTP timestamp, a 0-offset timestamp, or any other format.
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Table 24 — Syntax and semantics of the buffer frame header

Syntax Length

(bits)

Type

Semantics

index 8

uint(8)

The index of the current buffer frame. The index is a value

between 0 and count -1.

time

stamp 64

uint(64)

Provides the base timestamp of the data that
in this buffer frame. Together with the time

in the timed accessor information header, when present,
it provides the timestamp of the data within the buffer
frame. The 32 most significant bits represent the seconds

is contained
stamp_delta

partand the 32 leastsignificant bits represen
of a second part.

The timestamp field is not necessarily-a w{
and the interpretation of this fieldlis left to t
tion Engine.

the fraction

\llclock time
he Presenta-

leng

th 32

uint(32)

The length of the data of this'buffer frame, i

accessor information header fields defined in Table 8.

ncluding the

extr

h_frame_info_flags 8

uint(8)

A setof flags that indicate’additional inform
to this buffer frame,

ition related

if (e3
0X0

tra_frame_info_flags &
| ==1)

Ifthe dimensions'flagis set, then the buffer fr4
texture data-ahdthe related width and hight
are provided:

Ime contains
parameters

width 32

uint(32)

The width-of any texture data stored within the

buffer frame

height 32

uint(32)

The height of any texture data stored with
frame

n the buffer

7

7.1

Clauy|
and §
Or as
utili
timi
Figyl
JSON

also
suchl

Carriage formats

General

ke 7 describes the carriage formats related to scene description. The scene description
cene description updates maybe stored as samples of a track in ISOBMFF as defined in st
items as defined in subclause 7.3. Carriage for a mesh correspondence, pose and weig
red by MPEG_mesh_linking extension is defined in subclauses 7.4 and 7.5. Carriage for a
g, that is utilized by MPEG_animation_timing extension, is defined in subclause 7.6.

documents
Ibclause 7.2,
hts that are
n animation

e 7 shows an example relationship between items and tracks stored as one file. In the example
glTF file and'a file representing glTF binary buffer are stored as items of a single file. T|
contains fracks that can be reference from gITF file using the extensions defined in thi
as MPEG-media, MPEG_buffer_cirrcular and MPEG_scene_dynamic.

he same file
5 document,
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ISOBMFF
cts =0 .
[sample | [ sample track 0 (video)
cts =0
sample track 1 (video)
cts =10
> [ sample | track 2 (video)
> track 3 (audio)
track 4('mett’ model/gltf+json)
cts =0 cts =10 cts=30
e N sample sample sample
: update .patch update .patch update .patch
item gltf
— pltf .json » buffers.bin

Figure 7 — Data relationship between the gITF .json stored as item and patch updates asfa
track.

7.2 Carriage format for gIlTF JSONand JSON patch

7.2.1 General

A track with samples containing gITF JSON documents and JSON patch document shall be storgd as
metadata mledia defined in ISO/IEC 14496-12 and shall fulfil the following condition:

— 'meta' handlerype shall be used in the HandlerBox of the MediaBox.

— The sammplelentry format shall be 'mett' and:

. £:.11 1111 Py I D V2 P
— mimeformatTterasnarroesSetto IITOUCT/ It TS UTI;

— content_encoding field when present shall contain either an empty string or a value allowed in
HTTP's Content-Encoding header.

— GLTFPatchConfigBox may be present in the sample entry.

— Samples containing gITF JSON documents shall be marked as a sync sample and shall use UTF-8
encoding as defined in IETF RFC 8259

— Samples containing JSON patch documents shall not be marked as sync sample and shall use UTF-8
encoding as defined in IETF RFC 8259

— Samples may have the sample_has_redundancy flag set to 1, in which case processing is applied as
discussed in subclause 7.7.
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The presentation time of a sample identifies the scene activation time for scene resulting from loading
gITF JSON document or resulting from applying the JSON patch document contained in the sample as
indicated by update_mode in the GLTFPatchConfigBox to the active scene description document. When
the GLTFPatchConfigBox is not present non-sync samples shall be applied as specified by update_mode
equal to 0.

NOTE The update of the scene description document as well as the fetching of the assets of possible new

nodes to be rendered are expected to take place sufficiently ahead of time so that the presentation of the scene
can continue without interruption.

7.2.2 gITF patch config box

7.2.2.1 Definition

Box [[ype: 'glTC'

Container: Sample Entry (‘'mett")
Manfatory: No

Quantity: Oorl

The gITF configuration box provides information how to process the samples of tracks wjith samples
conthin gITF JSON documents and JSON patch documents.

7.2.2.2 Syntax
clasls GLTFPatchConfigBox () extends Fullbo& ('gltC', 0, 0) {

unsigned int (3) update mode;
uynhsigned int (5) reserved;

7.2.2.3 Semantics

updalte mode specifies how to determine the target file associated with the patch documents contained
in the non-sync samples of the track. When update_mode is set to 0, the patch document coptained in a
non-kync sample of thestrack is to be applied to the gITF JSON document obtained by the processing of
the previous sample-(syhc or non-sync) in decoding order, if any, or to the original gITF file including the
metgdata track into-the MPEG_media extensions (e.g., gITF Object as non-timed item). When update_
mode is set to 4, ‘the patch document contained in a non-sync sample is to be applied to thie gIlTF JSON
docyment contained in the previous sync sample in decoding order, if any, or to the origipal gITF file
inclyding the metadata track into the MPEG_media extensions (gITF Object as non-timed item). Values
fron] 240.7 are reserved for future use.

7.3 Carriage format for gITF object and gITF source object as non-timed item

7.3.1 General

gITF can be stored as items, when there is no specific time associated to the loading of that resource
or when the track storage is not appropriate. As defined in ISOBMFF, items are declared in a MetaBox
which may be present in the movie header or in movie fragment headers.

Items carrying gITF may serve either as an entry point to the file (e.g. as determined by the application
using the ISOBMFF file or when the ISOBMFF is loaded with a URL with fragment identifier identifying
that item) or as secondary content loaded by either other items or track samples.
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7.3.2 gITF Items

The brand

glti' may be used to signal the use of a MetaBox with the following constraints:

— It shall be present at the file level.

— It shall use a HandlerBox with the handler_type setto 'giltf’

— It shall contain a PrimaryItemBox which declares as primary item a resource of type 'model/
gltf+json’.

— It shall not use any patainformationBox, ItemProtectionBox O IPMPControlBox.

— It shall
— its

— eag

— It shall
— its

— eaqd

— It may yse any other boxes (such as ItemReferencéBox 'iref') not explicitly excluded above.

— Itmay(d
an arra
the gIT]

NOTE T

tracks preseft in the file without having to parse the gITF file in the item.

733 gIT

A gITF Sour
The brand

— It shall
— Itshall

1se a ItemInfoBox 'iinf' with the following constraints:

yersion is either 0 or 1;

h item is described by an 1temInfoEntry 'infe' with the following constraints:
its version is set to 0;

its item protection_index is setto 0;

if the item is referred to by a URL in the content of another-itém, its item_name is equ
that URL.

ISe an ItemLocationBox 'iloc' with the following constraints:
yersion is setto 1 or 2;

h item is described by an entry and values 0, 1'0r 2 may be used for the construction met

ontain a GroupsListBox With a EntityToGroupBox With the grouping type 'gltf’, contaj
y of entity_id which is resolved.to this item and to all the tracks in this file referencg
F object stored in this item.

his entity grouping helps filé_parsers to understand the relationships between the item an

F source items

ce Object is atscene description source document and can be carried as s gITF Source |
glsi' maybe used to signal the use of a MetaBox with the following constraints:

be preseiit at the track level, the containing track shall comply to subclause 7.2.

1ISe’a HandlerBox with the handler_type setto 'glsi’

al to

hod.
ning

d by

i the

tem.

— It shall contain a PrimaryItemBox which declares as primary item a resource of type 'application/

json'.

— It shall not use any patainformationBox, ItemProtectionBox OI' IPMPControlBox.

— Itshall use a 1teminfoBox 'iinf' with the following constraints:

— its version is either 0 or 1;

— eac

40

h item is described by an 1temInfoEntry 'infe' with the following constraints:
its version is set to 0;

its item protection_index is setto 0;
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— if the item is referred to by a URL in the content of another item, its item name is equal to
that URL.

— Itshall use an rtemLocationBox 'iloc’ with the following constraints:

— itsversionissetto 1 or 2;

— eachitemis described by an entry and values 0, 1 or 2 may be used for the construction method.
— It may use any other boxes (such as ItemReferenceBox 'iref') not explicitly excluded above.

— Itmay contain a GroupsListBox with a EntityToGroupBox with the grouping type 'gltf’, containing
hn array of entity id which is resolved to this item and to all the tracks in this filereferenced by
he gITF object stored in this item.

7.4 | Carriage format for mesh correspondence values

7.4.1 General

A sample in a metadata track is used to provide the correspondencevaldes that are used|to map one
mesh, i.e. dependent mesh, to another mesh, i.e. shadow mesh. The-sample timing of tHe metadata
track defines the time instant of a mesh sample to which the correspondence value applies.|The sample
format itself contains an integer value that identifies the indexed-face of the shadow mesh to which the
corrgsponding vertex applies.

In gl[l'F JSON file, the correspondence values are providéd through an extension of a mesh py referring
to am accessor with MPEG_accessor_timed extension;“The number of correspondence valyes within a
sample and the number of vertices of the corresponding mesh shall be the same.

7.4.2 Vertices correspondence sample entry

7.4.2.1 Definition

Sample Entry Type: 'vcor®

Container: Sample Description Box ('stsd')
Manfatory: No

Quantity: Oor1l

A vertex correspondence entry identifies a track containing vertex correspondence samples.

7.4.2.2 Syntax

alighedi(8) class VertexCorrespondenceSampleEntry ()
extends MetadataSampleEntry('vcor') {
unsigned int (3) precision;
bits (5) reserved;

7.4.2.3 Semantics

precision specifies the length in bytes of the correspondence values within each sample. The value of
precision shall be greater than 0 and smaller or equal to 4.
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7.4.3 Vertices correspondence sample format

7.4.3.1 General

The sample format includes the number of correspondence values, as well as the value itself that applies
to each of the vertices.

7.4.3.2 Syntax

aligned(8) class VerticesCorrespondenceSample
{ unsigned int (32) vertex count;

for( i[= 0; 1 < vertex count; 1I++ ){
unsigng¢d int (8 * precision) face index[ i ];
}

}

7.4.3.3 S¢mantics

nt specifies the number of vertices of the mesh this sample applies‘to-and the numbgr of

|dex[ i ] values present in the sample

vertex cou
face ir

i ] specifies the index of a face in a shadow mesh to which awertex with index equal i of
ent mesh is mapped.

face_index

depend

7.4.3.4 Processing of correspondence samples

The value o
is equal to

f precision in VertexCorrespondenceSampleEntrynis constraint as follows. When prec
1, the componentType of the accessor referenced by correspondence attribute in

correspond
(5121). Oth

ng mesh with the MPEG_mesh_linking extension shall be equal to UNSIGNED_E
rwise, when precision is equal to 2, they,componentType of the accessor reference

sion

the
YTE
d by

11 be
pe of
esh_

correspondgnce attribute in the corresponding mesh with the MPEG_mesh_linking extension sha
equal to UNSIGNED_SHORT (5123). Otherwise, when precision is equal to 3 or 4, the componentTy
the accessof referenced by correspondence atttibute in the corresponding mesh with the MPEG_nj
linking extgnsion shall be equal to UNSIGNED_INT (5125).

The samplgs VerticesCorrespondenceSample are processed as follows. vertex_count shall be made
available as|'count” in the corresponding timed accessor information header fields in the correspording
frame of the circular buffer, which the accessor with the MPEG_accessor_timed indicated by
correspondgnce attribute in the'MPEG_mesh_linking extension points to. face_index| i | shall be rpade
available infthe correspondingframe of the circular buffer, which the accessor with the MPEG_acce$sor_
timed indicpted by correspendence attribute in the MPEG_mesh_linking extension points to using the
componenType specified:above.

7.5 Carriageformat for pose and weight

7.5.1 Genrerat

A sample in a metadata track is used to provide the pose transformation used onto the shadow mesh
and weight values that are used to apply the morph targets of the shadow mesh to transform the
shadow mesh to the corresponding position and pose of the dependent mesh. The sample timing of the
metadata track defines the time instant of a mesh sample to which the pose and weight information
applies. The sample format itself contains the transformations matrix to be applied onto the nodes of
the skeleton of the mesh and "weight" values to apply the morph targets of the shadow mesh.

In gITF JSON file, the specified values are provided through an extension of a mesh by referring to an
accessor with MPEG_accessor_timed extension. The number of "weight" values within a sample and the
number of morph target of the corresponding shadow mesh shall be the same.
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7.5.2 Pose transformation sample entry

7.5.2.1 Definition

Sample Entry Type: 'post’

Container: Sample Description Box ('stsd')
Mandatory: No

Quantity: Qorl

A pope transformation sample entry identifies a track containing pose transformation sam;l)les.

7.5.2.2 Syntax

aligphed(8) class PoseTransformationSampleEntry( )
extends MetadataSampleEntry( 'post' ) {

unsigned int (16) number of nodes;

flor ( unsigned int i = 0; i1 < number of nodes; i++ ) {
unsigned int (32) node index[ 1 ];

—

=)

nsigned int (16) number of morph targets;

7.5.2.3 Semantics

numbler_of_nodes specifies the number of nodes for which the transformation is described.
ode

node| index[ i | specifies the index of the nodes array in the glITF file which the i-th node inf the sample

hpplies to.

number of morph_targets specifies the number of morph targets for which a weight is proyided.
7.5.3 Pose transformation sample format

7.5.3.1 General

The sample format includes the transformations for each node, as well as weights to be agplied to the
assofpiated morph targefs.

7.5.3.2 Syntax

alighed (8)s\elass PoseTransformationSample {
fpr( A% 0; 1 < number of nodes; i++ ) {
fleat (32) [16] matrix[ 1 ];

}

or( 1 = 0; 1 < number of morph targets; 1++ ){
float (32) weight[ i 1;

7.5.3.3 Semantics
matrix| i ] specifies the transformation matrix of the i-th node.

weight[ i | specifies the weight to be applied to the i-th morph target.
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7.5.3.4 Processing of pose transformation samples

The PoseTransformationSampleEntry is processed as follows. When immutable is set to True and
bufferView is not present the accessor within the MPEG_accessor_timed extension indicated by
pose attribute or weights attribute in the MPEG_mesh_linking extension, the value of count in the
corresponding accessor shall be equal to number_of nodes or number_of morph_targets, respectively.
Otherwise, the syntax element number_of_nodes shall be made available as count attribute in the
corresponding timed accessor information header fields in the corresponding frame of the circular
buffer, which the accessor with the MPEG_accessor_timed indicated by pose attribute in the MPEG_
mesh_linking extension points to, and syntax element number_of_morph_targets shall be made available
as count attribute in the corresponding timed accessor information header fields in the corresponding

frame of th
attribute in

The sample
in the corrg
indicated by
made availa
accessor_tir

7.6 Carri

7.6.1 Ger

b circular buffer, which the accessor with the MPEG_accessor_timed indicated by we
the MPEG_mesh_linking extension points to.

5 in PoseTransformationSample are processed as follows. matrix[ i | shall be made avai
sponding frame of the circular buffer, which the accessor with the MPEG_accessor_t
' pose attribute in the MPEG_mesh_linking extension points to. Similarly;weight[ i ] sha
ble in the corresponding frame of the circular buffer, which the acce§sor with the M
hed indicated by weight attribute in the MPEG_mesh_linking extension’points to.

age format for animation timing

eral

A sample in

a metadata track is used to manipulate an animatiofievent defined in the glTF JSON file

sample timing of the metadata track defines, when in the glebal timeline (i.e. common for audio/vi
animation) fhe animation should be manipulated. The metadata track may be stored in the ISOB

file along

ith other media, which provides utility to align manipulations of gITF animations wit}

video and apdio tracks.

The default|duration of the animation would be defined by the animation data in the binary gITF b

and not by
7.6.2 Ani
7621 D

Sample Enti
Container:
Mandatory:

Quantity:

e sample duration of ISOBMFF.

ation sample entry
pfinition
'y Type: 'gldt’
Sample Description Box ('stsd')
No
Oor1l

ghts

able
med
11 be
PEG_

The
deo/
MFF
1 the

Wffer

An animation sample entry identifies an animation track containing gITF animation samples.

7.6.2.2 Syntax

aligned (8)
extends

}

7.6.3 Ani

class glTFAnimationSampleEntry ()
MetadataSampleEntry('glat') {

mation sample format

7.6.3.1 General

The sample format includes controlling parameters for animations defined in the gITF animations array.
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7.6.3.2 Syntax

aligned(8) class glTFAnimationSample
{
unsigned int (1) apply to all;
unsigned int (7) reserved;
unsigned int (16) num events;
for( i=0; i < num events; i++ ) {

unsigned int (32) index[i];
int (32) speed[i];

unsigned int (8) stateli];
if( state == 6 ) {

unsigned int (32)

start frame[i];

ISO/IEC 23090-14:2023(E)

}
unsigned int (8) order id[i];
unsigned int (32) num channels[i];

int (8) weight[i][j];

7.6.3.3 Semantics

unsigned int (32) end framel[i];

for( int j = 0; j < num channels[i];

Jj++) |

unsigned int (32) channel index[i][J];

applly to all if equal to 1, the num_events shall equal 1.and’the animation event in the sample is

aﬁpligd to all animations in the gITF animations array.

num_fvents — specifying number of animation eventstriggered at the time of the sample.

indelx[ i ] specifies the index value of animatignin'animation node described in the gITF j

speed[ i ] specifies a multiplier which indieate the speed of the playout of the animation
yalue may indicate that the animation should be played in a reverse order, from the end
[he speed is stored as signed 15.16 fixed-point value.

state[ i ] specifies status of the animation as defined in Table 25.

start frame[ i ] specifies thekey frame of the animation used after each loop.

end [frame[ i ] specifies thelast the key frame of the animation before looping the animat

ordefr_id[ i ] specifie§a value to indicate the order in which animations are applied. Aninj
ower values are.applied before animation with higher values.

num [channelsf/i'] specifies the number of channels of an animation for which a weight is

son file.

. A negative
to the start.

on.

ations with

provided.

weight[ AN T[ j 1 specifies the weight to be applied to the j-th channel of the animation in units of

/255

channel_index[ i ][ j ] specifies the index of the j-th channel of the animation.

Table 25 — Definition of the state values in animation sample format

state value identifier

description

play

Play the animation

stop_at_initial

Stop the animation and return to the initial
state

stop_at_final

Stop the animation and keep the final state

pause

Pause animation

restart

Restart the animation, equivalent to stopping
animation and playing it from the beginning.
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